
 

 

 
Abstract—Planning capacities when regenerating complex 

investment goods involves particular challenges in that the planning 
is subject to a large degree of uncertainty regarding load information. 
Using information fusion – by applying Bayesian Networks – a 
method is being developed for forecasting the anticipated 
expenditures (human labor, tool and machinery utilization, time etc.) 
for regenerating a good. The generated forecasts then later serve as a 
tool for planning capacities and ensure a greater stability in the 
planning processes. 
 
Keywords—Bayesian Networks, capacity planning, complex 

investment goods, damages library, forecasting, information fusion, 
regeneration.  

I. INTRODUCTION 

HE aim of this paper is to increase the logistical 
performance of regeneration processes. Regeneration is 

the restoration resp. improvement of the condition of a 
complex investment good. Complex investment goods in the 
sense of the target of this paper are such investment goods in 
which a high number of components stand in diverse 
functional relations. The processes summarized by the term 
regeneration pose significant challenges not only for the 
planning and control of resources but also with regards to their 
availability. This stems in part from their high complexity and 
the large number of individual parts but also for example, 
from the fixed time points for starting and ending the 
regeneration process combined with the lack of knowledge 
during the planning stages about how much work will be 
involved.  

In order to meet the extremely high demands on the 
planning and control of regeneration processes by efficiently 
planning capacities, information about the use of the object 
and initial regenerative measures need to be collected as early 
as possible (Fig. 1).  
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However, at this point in time the information concerning 

the type and scope of the regeneration work is still unclear. 
Suitable approaches to adequately considering this uncertain 
information during the planning can be found in reaction 
methodology. Reaction methodology is characterized by its 
ability to continually record information from its surroundings 
and to simultaneously process it [1]. 

 

 
Fig. 1 Information about regeneration process 

II. PLANNING CAPACITIES WHEN REGENERATING COMPLEX 

INVESTMENT GOODS 

Within the frame of Collaborative Research Project (SFB) 
871‘s sub-project D1 a method is being developed for 
efficiently planning and aligning capacities despite the 
uncertainty of load information (Fig. 2) [2]. In comparison to 
production planning and control in traditional production 
areas, capacity planning in regeneration is marked by a 
growing uncertainty which, due to unforeseeable events, 
increases along with the complexity of the object. In the 
practice, this uncertainty is frequently met with a building up 
of both system and personnel capacities (often leading to 
unutilized capacities) as well as an extensive stockpile of 
replacement parts while neglecting the stock and opportunity 
costs [3]. Particularly with complex investment goods an 
optimum between sufficient stores of replacement parts and an 
appropriate level of costs for tied-up capital has to be found in 
order to ensure efficiency. Consequently, the required 
expenditures (replacement parts, human labor, tool and 
machinery utilization, time etc.) for the regeneration have to 
be forecasted as precisely as possible thus facilitating a 
detailed capacity planning. Up until now, there has been 
insufficient research on combining expenditure forecasting 
with capacity planning, which is why there are no practical 
approaches for it [4].  
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Fig. 2 Activity packages of the project 

III. BASIS: GENERIC PROCESS MODELS AND DAMAGES 

LIBRARY 

In the course of the sub-project, a generic process model 
was first developed based on the structure of the SCOR model 
[6]. In doing so, particular attention was paid to the location of 
the information since, from a logistical and technical 
perspective, planning and controlling regeneration processes is 
dependent on supplying, exchanging and processing 
information. The standardized, comparable and assessable 
process model serves as a basis for the product regeneration. 
Based on the model a library of damages was developed with 
the goal of making the information more tangible for the 
capacity planning. This library appears as a relational 
databank and comprises a collection of interconnected 
relations as well as a collection of possible errors and damages 
that can arise while regenerating complex investment goods. 
The information can primarily be divided into three 
categories: wear and tear, assessment outcomes and physical 
regeneration processes. This information can for example 
contain customer data, usage behavior, signs of damages, part 
information and detailed data about ‘regeneration paths’ (e.g. 
systems, setup times and processing times). The information 
regarding regeneration paths is extended with additional 
practice based values and thus contains potential workstations 
that can be used alternatively while the respective damage is 
being repaired. The regeneration path thus only represents a 
planning variable for the load of specific workstations and 
thus influences the quality of the forecasting method 
developed in the following section. 

IV. FORECASTING REGENERATION EXPENDITURES BY MEANS 

OF INFORMATION FUSION 

The library of damages offers a basis for assessments using 
statistical methods. Based on the information available at a 
certain time point (input variables) the information fusion 
should optimally utilize the ‘knowledge’ found in the damages 
library and thus anticipate the existing but not yet identifiable 
damages. Thus with the aid of existing possibilities of 
artificial intelligence the expenditures arising for the 
regeneration can be forecasted and suitable strategies for 

reacting can be developed for every case of damage. The lack 
of information about the investment good that is to be 
regenerated requires a method that leads to reliable 
conclusions despite prevailing uncertainties. It is therefore 
first necessary to test which learning systems are best suited. 
The field of application of artificial intelligence provides a 
variety of methods to choose from including fuzzy logic, 
Dempster-Shafer Theory, artificial neural networks, Bayesian 
Networks and case based reasoning. Extensive information on 
these can be found in [7]-[14]. 

V.  SELECTING A METHOD 

Fuzzy Logic is a method for modeling uncertain (fuzzy) 
linguistic statements or concepts and can be understood as an 
extension of traditional binary logic or set theory. The method 
is based on the idea that, to a certain degree, a concrete 
element can be also be allocated to a set. Fuzzy logic has been 
successfully applied in controls engineering in the form of 
fuzzy controllers [6], [7]. Artificial neural networks in 
comparison comprise a number of network models that mimic 
biological neural networks. They attempt to imitate how 
information is processed by the nervous system in the human 
brain [8] and are characterized by their ability to learn. They 
are not programmed and are instead trained for each type of 
problem [9]. The Dempster-Shafer Theory on the other hand 
represents a generalization of probability theory and is a 
theory of plausible reasoning when there is uncertainty. In 
consideration of their credibility various statements (so-called 
‘evidence’), often from unreliable or contradicting sources of 
information, are combined into an overall statement [10], [11]. 
Cased Based Reasoning (CBR) falls into the category of 
mechanical learning systems. There is a basis of knowledge 
that does not contain any generic rules but rather a collection 
of problems that have already been experienced and their 
respective solutions. When a new problem arises, for which 
there is no available solution, relevant solutions for similar 
problems are drawn upon and adapted to the current situation 
[12]. A Bayesian Network is a graph based method which, by 
means of conditional probabilities, draws conclusions despite 
uncertainty [13]. Bayesian Networks are directed acyclic 
graphs which consist of nodes and edges. The nodes represent 
events or random variables, each of which is allocated a finite 
set of mutually excluding conditions. Every condition of a 
node is linked to the probability of it appearing. The edges 
represent the direct dependency of a node (child) to other 
nodes (parents) [14].  

Each of these methods has specific advantages and 
disadvantages for various application areas or types of 
problems. With the aim of being able to make forecasts 
regarding regeneration based on the library of damages, there 
are different criteria for evaluating these methods (flexibility, 
forecast quality, effort required to make forecast, transparency 
and compatibility with damages library). Out of all of these 
methods the Bayesian Networks was the only one which 
fulfilled all of the required criteria and was therefore selected 
for the information infusion (Fig. 3). It should be noted 
however that this does not exclude using the other methods in 

AP 2

AP 1

AP 3

AP 4

AP 5

Regeneration process model with corresponding 
information localization

Compilation of a damage library

Availability analysis for regeneration steps

Cause–effect model for capacity planning and 
workload control

Validation

AP : activity package
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the product regeneration. Combining a number of information 
sources has the potential to increase knowledge about relevant 
factors for the decision making and to optimize the capacity 
planning. 

 

 
Fig. 3 Evaluating Forecasting Methods 

VI. DEVELOPING AND APPLYING BAYESIAN NETWORKS 

With the aid of Bayesian Networks it is possible to create 
forecasts about the expenditures involved in regenerating 
complex investment goods. At the same time these forecasts 
form a tool for optimizing the capacity planning when there is 
uncertain information about the load. The damages library 
serves as the basis for developing the forecasts. In developing 
a Bayesian Network it is first essential to formulate the goal of 
the network i.e., to clarify the purpose of the network or which 
conclusions the network should calculate. In our case, as 
described by our aim, the probable expenditures for the 
regeneration should be calculated from the information 
entered into the network. Once the goal has been set, it is 
necessary to define the nodes, that is, to set the variables or 
events that are to be reproduced in the network. The 
information that is to be fed into the network is referred to as 
input variables while the resulting regeneration expenditures 
are referred to as output variables (or outcomes). Each 
variable is allocated to one node thus creating input and output 
nodes. Supplementary to this, each of the individual, mutually 
excluding conditions of the nodes are defined as discrete or 
continuous. In situations where a node represents a continuous 
variable, discrete subsets (conditional clusters) form the 
continual variables. Once this step has been completed, the 
structure of the network is set by determining the parent and 
child nodes as well as by positioning the edges. In our case, 
each input node has to exhibit exactly one link to each output 
node. Since Bayesian Networks are able to draw conclusions 
both inductively and deductively, it is possible to define both 
input and output nodes as either child or parent nodes. The 
next and final step involves the network itself learning the 

conditional probability tables (CPT). The connections between 
the nodes are weighted against each other. This weighting is 
represented in the child nodes through the CPTs. The child 
nodes are learnt based on historical data (case studies) saved 
in the damages library and can be manually adapted as 
required at a later point (Fig. 4).  

 

 
Fig. 4 Developing and applying a Bayesian Network 

 
Following that, the Bayesian Network is fully functional 

and can be supplied with existing knowledge about the 
expression or probability of the conditions for each of the 
input nodes. This knowledge is referred to as “findings” and 
can be broken down into three different types. Precise 
knowledge about the definite existence of a condition and 
whose probability is thus 100% is referred to as a “positive 
finding”. In comparison, a “negative finding” means that a 
condition is definitely not present; the probability of it is thus 
0%. Between these two is uncertain knowledge, referred to as 
a “likelihood finding” and whose value is an estimate of the 
probability of this condition arising. Adjusting the 
probabilities of the conditions for the output nodes ultimately 
forms the conclusion and forecast of the network. This also 
applies in the case where there is no knowledge about the 
condition of one or more of the input nodes. The calculation is 
based on the relative frequency of the conditions set by means 
of the case studies and historical data when defining the nodes.  
Nonetheless, the more knowledge that flows into the network, 
the more differentiated the forecast is. 

VII. VALIDATION 

Generally speaking, there are two forecasting possibilities 
for planning capacities: the top-down method and the bottom-
up method. In this context, top-down means that based on the 
forecast of the total load for regenerating the complex 
investment good, forecasts or plans for the sub-areas can be 
made. In comparison, bottom-up refers to planning starting 
with the forecasts for the sub-areas (e.g. accounting units) and 
working up to the expenditures for regenerating entire 
investment goods. In order to precisely and efficiently plan 
capacities it is critical that more than a rough framework is 
considered; forecasts that can subsequently be combined need 
to be developed up to and including the component and 
workstation levels. Bayesian Networks have the potential to 
generate detailed forecasts for the various levels. The abilities 

Evaluation Criteria

Methods

FL ANN DST CBR BN

Flexibility - O O + +

Quality of Forecast O + O O +

Effort Required to Produce - O - + +

Understandability + - O + +

Compatibility of Damages

Library
+ O - - +

Evaluation of Criteria: + completely fulfilled o neutral / inapplicable
-not fulfilled

Abbreviations: FL – Fuzzy Logic; ANN – Artificial Neural Networks;
DST – Dempster-Shafer Theory; CBR – Cased Based Reasoning;
BN – Bayesian Networks

2. Definition of the nodes

3. Structure of the network

4. Definition of the CPTs

5. Application / Evaluation

1. Formulation of the goal of the network
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of the developed networks were validated within the 
framework of a prototypical practical application. The 
practical application shows that only the top-down method is 
suitable for reliable results. Every level has to be planned with 
a different planning horizon, input variables and parameters. It 
appears that based on the input variables the networks create 
suitable conclusions for planning capacities. Later practical 
application is supported by the fact that Bayesian Networks 
are not a closed unit, but rather can be extended by inserting 
new nodes or supplementing the CPTs with expert knowledge 
or current case studies. Based on an actual case study the 
forecasted expenditures for an entire complex investment good 
along with the individual components, parts and loads on a 
workstation level were observed and evaluated. The 
evaluation showed that the forecast quality was high. The 
implementation of Bayesian Networks in regenerating 
complex investment goods can thus clearly be positively 
evaluated and can serve to optimize the capacity planning. In 
the future it is possible to develop completely new networks 
for different problems such as for investigating the 
correlations between various types of damages for the 
complex investment good. It is imaginable that causal 
correlations might be found here which in turn could be 
beneficial during planning process. Bayesian Networks also 
have the potential to make other helpful forecasts beyond 
capacity planning and to increase the planning certainty. 

 

 
Fig. 5 Approach to Planning Capacities 

VIII.  SUMMARY 

This paper describes an approach to using information 
fusion to forecast expenditures for regenerating complex 
investment goods – despite uncertain load information. 

Implementing Bayesian Networks in actual test cases has 
demonstrated that the generated forecasts for different levels 
could be very positively evaluated (Fig. 5).  

The networks allow valid statements regarding the 
anticipated regeneration expenditures to be drawn and can 
thus provide considerable support in planning capacities. The 
quality of the forecasts can also be increased in that the 
underlying library of damages, as a database, can be further 
rounded out with additional case studies. It should be noted 
however that Bayesian Networks do not replace previous 
methods, but rather serve to supplement them. The forecasts 
can make previous estimates about regeneration expenditures 
more precise. At the same time, the available knowledge can 
change how the forecasts are dealt with and strengthen or 
relativize the information garnered from them. Based on the 
forecasts as a tool for planning capacities, an algorithm will be 
developed in the next step in order to draw conclusions about 
the required capacities from the forecasted expenditures. 
Moreover, it may be practical to combine other artificial 
intelligence methods with the Bayesian Networks in order to 
further optimize the potential for capacity planning. 

 
ACKNOWLEDGMENT 

The authors would like to thank the German Research 
Foundation (DFG) for their financial support of this research 
project within the frame of SFB 871. 

REFERENCES 
[1] B. Scholz-Reiter, H. Scharke, “Reaktive Planung,” Industrie 

Management, vol. 16, no. 2, pp. 21-26, Mar. 2000. 
[2] Steffen C. Eickemeyer, Peter Nyhuis,“Capacity planning and 

coordination with fuzzy load information, ”The Business Review, 
Cambridge,vol.16, no. 1, pp. 259-264, Dec.2010. 

[3] K. Matyas, Taschenbuch Instandhaltungslogistik: Qualität und 
Produktivität steigern. 2nded., Munich, Vienna: Carl Hanser Verlag, 
2005, p.195 f. 

[4] M. Wagner, Modellbasierte Arbeitskräfteplanung für stochastische 
Instandhaltungsereignisse in der zivilen Luftfahrt, PhD dissertation, 
Technische Universität Berlin, 2009. 

[5] Supply Chain Council: SCOR – Supply Chain Operations Reference 
Model Version 9.0. Supply Chain Council, Cypress 2008. 

[6] I. Boersch, J. Heinsohn, R. Socher, Wissensverarbeitung – Eine 
Einführung in die künstliche Intelligenz für Informatiker und Ingenieure.  
2nd ed., Heidelberg: Elsevier GmbH Spektrum Akademischer Verlag, 
2007, pp. 262-265. 

[7] V. Novák, I. Perfilieva, J. Močkoř, Mathematical Principles of Fuzzy 
Logic. Norvell (MA): Kluwer Academic Publishers, 1999, pp. 1-12. 

[8] D. Graupe, Principles of Artificial and Neural Networks. 2nd ed., 
Singapore: World Scientific Publishing Co. Pte. Ltd., 2007, p.1. 

[9] F. Bodendorf, Daten- und Wissensmanagement, 2nded., Berlin, 
Heidelberg: Springer Verlag, 2006, p.117 f. 

[10] J. Ma, W. Liu, P. Miller, “Event Modelling and Reasoning with 
Uncertain Information for Distributed Sensor Networks” in: Scalable 
Uncertainty Management, Deshpande, A., Hunter, A., Ed. Berlin, 
Heidelberg: Springer-Verlag, 2010, pp.236-249. 

[11] R. Büttner,  Automatisierte Verhandlungen in Multi-Agenten- Systemen 
– Entwurf eines argumentations-basierten Mechanismus für nur 
imperfekt beschreibbare Verhandlungsgegenstände, PhD dissertation, 
Gabler Verlag, Universität Hohenheim, 2009 , p.134. 

[12] R. Akerkar, Introduction to Artificial Intelligence. New Delhi: Prenctice-
Hall of India Private Limited, 2005, p. 234-237. 

[13] T. Koski, Noble, J.M.: Bayesian Networks – An Introduction. 
Chichester: 2009, p.1. 

[14] E. Alpaydin, Maschinelles Lernen. Munich: Oldenbourg 
Wissenschaftsverlag, 2008, p.53. 

World Academy of Science, Engineering and Technology
International Journal of Industrial and Manufacturing Engineering

 Vol:6, No:3, 2012 

581International Scholarly and Scientific Research & Innovation 6(3) 2012 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 I
nd

us
tr

ia
l a

nd
 M

an
uf

ac
tu

ri
ng

 E
ng

in
ee

ri
ng

 V
ol

:6
, N

o:
3,

 2
01

2 
pu

bl
ic

at
io

ns
.w

as
et

.o
rg

/8
00

8.
pd

f




