
 

 

 
Abstract—Biological data has several characteristics that strongly 

differentiate it from typical business data. It is much more complex, 
usually large in size, and continuously changes. Until recently 
business data has been the main target for discovering trends, patterns 
or future expectations. However, with the recent rise in biotechnology, 
the powerful technology that was used for analyzing business data is 
now being applied to biological data. With the advanced technology at 
hand, the main trend in biological research is rapidly changing from 
structural DNA analysis to understanding cellular functions of the 
DNA sequences. DNA chips are now being used to perform 
experiments and DNA analysis processes are being used by 
researchers. Clustering is one of the important processes used for 
grouping together similar entities. There are many clustering 
algorithms such as hierarchical clustering, self-organizing maps, 
K-means clustering and so on. In this paper, we propose a clustering 
algorithm that imitates the ecosystem taking into account the features 
of biological data. We implemented the system using an Ant-Colony 
clustering algorithm. The system decides the number of clusters 
automatically. The system processes the input biological data, runs the 
Ant-Colony algorithm, draws the Topic Map, assigns clusters to the 
genes and displays the output. We tested the algorithm with a test data 
of 100 to1000 genes and 24 samples and show promising results for 
applying this algorithm to clustering DNA chip data.  
 

Keywords—Ant Colony System, Biological data, Clustering, 
DNA chip.  

I. INTRODUCTION 
IOLOGICAL science is being revolutionized by the 
availability of abundant information regarding complete 

genome sequences for many different organisms. Organisms 
are complex and genomes can be immense, and thus  
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new and powerful technologies are being developed to analyze 
large numbers of genes and proteins as a complement to 
traditional methodologies that study a small number at a time. 
With the advanced technology at hand, the main trend in 
biological research is rapidly changing from structural DNA 
analysis to understanding cellular function of the DNA 
sequences. The recently developed DNA chips, in other words 
DNA microarrays, have emerged as a prime candidate for such 
high performance analysis methods [1][2][3].  

In order to analyze DNA chips, a DNA analysis process is 
carried out. The steps that must be followed are: performing the 
experiments on DNA chips, scanning the results of the 
experiments, carrying out quality control and normalization in 
order to filter out the data, performing feature selection that 
selects specific parts, doing clustering and classification, and 
storing the result into a bio data warehouse to provide 
integrated analysis results to users [4]. 

One of such important analysis processes is clustering, 
which is the process of grouping together similar entities. There 
are many clustering algorithms like hierarchical clustering, 
self-organizing maps, K-means clustering and so on. But in this 
paper, we propose a clustering algorithm that imitates the 
ecosystem taking into account the features of biological data 
that are complex, large in amount, and are variable. Algorithms 
that imitate the ecosystem are generally used to solve very 
complex problems. The ecosystem is very complex and there 
exist many living things within it. In an ecosystem, each 
individual is assumed to be showing optimal behavior. The 
algorithms are designed according to such individuals’ 
movement. They reflect biodiversity and living things’ 
complexity. The ecosystem algorithms have the following 
benefits. First, they provide a solution based on a solid 
statistical model. In other words, they do not rely on a single 
solution but have more flexibility due to the fact that they are 
based on a statistical method that considers several solutions at 
one time. This allows the algorithm to find good solutions that 
may be missed by other algorithms. Second, algorithms that 
imitate the ecosystem make use of the interaction among the 
possible solutions. For example, the genetic algorithm allows 
solutions to  pair together and create new solutions. Third, these 
algorithms allow exceptions. Therefore, solutions that are not 
typical but are actually better solutions can be found. Because 
of these reasons, the algorithms are suitable to solve the 
complex problem of analyzing mass amounts of complex 
biological data. 

In this paper, we implemented a DNA chip data clustering 
system using the Ant-Colony clustering algorithm. The Ant 
Colony Optimization algorithm (ACO) uses a probabilistic 
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technique for solving computational problems which can be 
reduced to finding close to optimal paths through graphs. They 
are inspired by the behavior of ants in finding paths from the 
colony to food [5].  

The developed system works as follows. The first step loads 
the input data, and the second and third steps create the Topic 
Map while assigning clusters. In order to assign clusters, it is 
necessary to store the node’s last position, compute the distance 
between the nodes, assign clusters and merge clusters. Our 
system can dynamically decide the number of clusters. The 
problem of deciding the number of clusters is an important 
issue in the field of data mining. The last step is displaying the 
results. 

The organization of this paper is as follows.  Section II 
provides a survey of related work about clustering techniques 
and algorithms that imitate the ecosystem. Section III gives an 
overview of the DNA chip analysis process.  Section IV 
explains the Ant-based Clustering system for DNA chip data 
analysis. Section V describes the implementation and 
experimental results of the Ant-based Clustering system. 
Section VI gives the conclusion and future work.  

II. RELATED RESEARCH 
The objective of our work is to implement a clustering 

system for analyzing DNA chip data. Clustering is the process 
of grouping together similar entities. Clustering is appropriate 
when there is no a priori knowledge about the data. In such 
circumstances, the only possible approach is to study the 
similarity between different samples or experiments. There are 
many existing clustering algorithms: hierarchical clustering, 
self-organizing maps, K-means clustering and many others. 
Hierarchical clustering approaches calculate the distance 
between individual data points and then group together those 
that are close. The distances between the groups themselves can 
also be computed and used to create groups of groups. These 
can iteratively be organized into a 'tree' in which the closest 
groups constitute nearby 'branches' – far from groups that are 
less similar [6]. Hierarchical clustering strategies are easy to 
implement but suffer because the decision about where to 
create branches and in what order the branches should be 
presented can be arbitrary. K-means clustering requires a 
parameter, k, the number of expected clusters, and the initial 
cluster centers are selected randomly. In each iteration of the 
algorithm, all of the profiles are assigned to the cluster whose 
center they are nearest to (using the distance metric), and then 
the cluster center is recalculated based on the profiles within the 
cluster [7]. Instead of simply partitioning data into disjoint 
clusters, self-organizing maps organize the clusters into a 'map' 
where similar clusters are close to each other [8]. The number 
and topological configuration of the clusters are pre-specified. 
The computational details are similar to K-means clustering 
except that cluster centers are recalculated at each iteration 
using both the profiles within the cluster as well as the profiles 
in adjacent clusters. Over many iterations the clusters conform 
to the pre-specified topology [9]. 

Because of the characteristics of the DNA chip data such as 

the high complexity, large in amount, and variable properties, 
we propose a clustering algorithm which uses an algorithm that 
imitates the ecosystem. There currently are many algorithms 
that imitate the ecosystem. The Genetic algorithm, Neural 
Network algorithm, Particle Swarm algorithm and Ant Colony 
algorithm are the most popular algorithms. The genetic 
algorithm (GA) is a search technique used in computer science 
to find approximate solutions to optimization and search 
problems. Specifically it falls into the category of local search 
techniques and is therefore generally an incomplete search. 
Genetic algorithms are a particular class of evolutionary 
algorithms that use techniques inspired by evolutionary biology 
such as inheritance, mutation, selection, and crossover (also 
called recombination)[10]. Neural Networks is an information 
processing paradigm that is inspired by the way biological 
nervous systems, such as the brain, process information. The 
key element of this paradigm is the novel structure of the 
information processing system. It is composed of a large 
number of highly interconnected processing elements 
(neurons) working in unison to solve specific problems. NNs, 
like people, learn by example. An ANN is configured for a 
specific application, such as pattern recognition or data 
classification, through a learning process. Learning in 
biological systems involves adjustments to the synaptic 
connections that exist between the neurons [11]. Particle 
Swarm Optimization (PSO) is a recently proposed algorithm by 
James Kennedy and R. C. Eberhart in 1995, motivated by social 
behavior of organisms such as bird flocking and fish schooling. 
PSO as an optimization tool, provides a population-based 
search procedure in which individuals called particles change 
their position (state) with time. In a PSO system, particles fly 
around in a multidimensional search space. During flight, each 
particle adjusts its position according to its own experience, 
and according to the experience of a neighboring particle, 
making use of the best position encountered by itself and its 
neighbor [12]. The Ant Colony Optimization algorithm (ACO) 
that our system uses is a probabilistic technique for solving 
computational problems which can be reduced to finding good 
paths through graphs [13]. 

There are some work on clustering algorithms based on the 
Ant Colony algorithm. Yuqing et al. proposed the K-means 
clustering algorithm based on Ant Colony [14]. And Xiao at al. 
proposed gene clustering using self-organizing maps and 
particle swarm optimization [15]. Handl et al. proposed 
Ant-based clustering [16]. Our system extends this work to 
adapt ACO to DNA chip data analysis. 

III.  DNA CHIP ANALYSIS PROCESS 
DNA chips, in other words microarrays, are a tool for gene 

expression analysis. The DNA chip consists of the probe which 
is a single strand DNA printed on the solid substrate. The types 
of the chip or the name of the chip depends on the method of the 
chip fabrication. The idea behind the bio-chip is that the DNA 
in the solution that contains sequences complementary to the 
sequences of the DNA deposited on the surface of the array will 
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be hybridized to those complementary sequences. Usually, this 
interrogation is done by washing the array with a solution 
containing ssDNA, called a target. 

To analyze the DNA chip, an overview of the steps that must 
be gone through are as follows. First, the researchers perform 
experiments using DNA chips. Afterwards the DNA analysis 
process is carried out by first scanning the results of the 
experiments. Next, quality control and normalization processes 
are carried out to revise errors. During this step, a lot of data is 
filtered and the quantity of the test data decreases. And then 
feature selection that selects specific parts is performed. The 
next step is the data mining work such as classification and 
clustering. Finally, the results are stored in the biological data 
warehouse and the warehouse system provides analysis results 
of integrated biological information to users. 

The key to interpreting DNA chip data is in the DNA 
material that is used to hybridize on the array. Since the target is 
labeled with a fluorescent dye, a radioactive element, the 
hybridization spot can be detected and quantified easily. 

After the hybridization, the Scanning work of the results of 
the experiment is continued. The scanner scans the spots and 
converts quantity to numeric values namely expression values. 
This process is called image processing. The next process, 
Quality control and normalization, are performed in order to get 
rid of unnecessary data that can influence the whole expression 
values. In other words, through quality control and 
normalization, the data are filtered and the data that are 
meaningful and significant only remain as a result. And it also 
adjusts for any bias which arises from variations in the DNA 
chip technology rather than from biological differences 
between the RNA samples of the printed genes. 

In order to discover meaningful information from the raw 
data obtained so far, data mining techniques are used. The most 
well-known techniques are clustering and classification 
techniques. First, clustering is performed. Clustering is similar 
to classification in that data is being grouped. However, unlike 
classification, the groups are not predefined. Instead, the 
grouping is accomplished by finding similarities between data 
according to characteristics found in the actual data. The 
groups are called clusters. Clustering is appropriate when there 
is no a priori knowledge about the data. In such circumstances, 
the only possible approach is to study the similarity between 
different samples or experiments. In fact, clustering is the 
process of grouping together similar entities. The algorithm 
will treat all inputs as a set of n numbers or an n-dimensional 
vector. Similarity is measured in many different ways, and the 
final result of the clustering depends on the formula used.   

The next data mining task performed is classification. For 
classification, the resulting data from Q.C. and normalization is 
used as input to create the classification rules. The rules are 
applied to the set of test data and a prediction is made on which 
class the data point should belong to considering the accuracy 
of the rule.  

Finally, the results are stored in the biological data 
warehouse. A data warehouse is a subject oriented, integrated, 
and nonvolatile, time variant collection of data that can support 

complex analysis and decision making processes. The 
warehouse system provides analysis of integrated biological 
information to users [4]. The whole process is shown in Fig. 1. 

 
Fig. 1 DNA chip analysis process 

IV.  ARCHITECTURE OF ANT-BASED CLUSTERING SYSTEM  
The Ant-based Clustering System for DNA chip data 

analysis processes the data in four stages.  The first stage loads 
the input data and the second stage creates a Topic Map while 
executing the Ant algorithm. The Topic Map is a map that 
displays the movement of the ants. The third stage assigns the 
clusters. And the last stage displays the results. In this section, 
we show the detail stages of the Ant-based Clustering System.  

A. System Flow of Ant-based Clustering System 
In our system, the DNA chip data is stored in the database 

after going through the quality control and normalization. 
During the input stage, the system connects to the database and 
brings portions of the normalized biological data into the 
system memory. The next task is to run the Ant Colony 
algorithm and draw the Topic Map. The Topic Map shows the 
ants’ movements that perform the clustering. While drawing 
the Topic Map, the system uses the Ant Colony algorithm 
underneath. The ant colony optimization algorithm (ACO) is a 
probabilistic technique for solving computational problems 
which can be reduced to finding good paths through graphs. 
They are inspired by the behavior of ants in finding paths from 
the colony to food [13]. Each ant moves a biological data point 
and the ants’ movements are displayed via the Topic Map. The 
next step is to assign cluster numbers to each gene. For this 
work, the system uses a distance matrix which stores the values 
that indicate the distance among the genes. The system decides 
the cluster’s number for each gene with a threshold value which 
the user decides. This threshold represents the proximity limit 
for identifying genes as the same cluster. The last step is 
displaying the results. The system displays information such as 
the number of genes, the number of samples, iteration count, 
and the cluster number for each gene and so on. The overall 
system flow is shown in Fig. 2.  
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Fig. 2 System flow of Ant-based Clustering System 

B. Data Input Process  
The DNA chip data stored in the database is composed of 

many tables but our system only uses a table named 
TBDC_NORM_RESULT. The table consists of three attributes. 
The attributes are gene data, sample data, and expression values.  
Fig. 3 shows the TBDC_NORM_RESULT table. 

 
 

Gene Name Sample Name Expression Value 
293842 N00287 5.11359232185826 
293842 N00288 -1.3389279170472 
… … … 
293843 N00287 1.82213569753198 
293843 N00288 2.70243282124646 
… … … 

Fig. 3  TBDC_NORM_RESULT table in DB 
 

 
The system connects to the database and loads portions of 

the values in memory. And then the system divides the values 
into regular intervals and assigns different colors to the genes. 
The reason for this is to provide a better view of the data in the 
Topic Map for the user.  

C. Ant Colony Clustering and Drawing the Topic Map 
While drawing the Topic Map, the system runs the Ant 

Colony Clustering algorithm. Ants create a large group 
consisting of the largest number of members in the group. Ants 
also have the longest history in creating colonies. Their 
behavior has been optimized for a long period of time and is 
suggested as a good way to imitate their behavior to solve a 
complex problem. Also, the algorithm is simple and can find 
the optimal solution using the characteristics of the ants. Ants 
scatter pheromone on the path that they follow. The larger 
amount of pheromone the path has, the more probability it has 
to be chosen. The amount of pheromone deposited on the path 
is incremented proportion to the quality of the candidate 
solution. Each path followed by an ant will be a candidate 
solution for a given problem. Each point of the Topic Map 
represents each ant. These ants randomly move in the map. 
Gene data items that are scattered within this map can be picked 

up, transported and dropped by the ants. The picking and 
dropping operations are biased by the similarity and density of 
gene data items within the ants’ local neighborhood; ants are 
likely to pick up gene data items that are either isolated or 
surrounded by dissimilar ones; they tend to drop them in the 
vicinity of similar ones. In this way, a clustering of the elements 
on the map is obtained. One of the algorithm’s special features 
is that it generates a clustering of a given set of data through the 
embedding of the high-dimensional data items on a 
two-dimensional grid; it has been said to perform both a vector 
quantization and a topographic mapping at the same time, much 
as do self-organizing feature maps (SOMs, [17]) [16].  The 
detail algorithm is described in the next paragraph. 

Fig. 4 Ant Colony Clustering Algorithm 
 
The Ant Colony Clustering algorithm starts with an 

initialization phase, in which (i) all gene data items are 
randomly scattered on the Topic map; (ii) each ant randomly 
picks up one gene data item; and (iii) each ant is placed at a 
random position on the grid. Subsequently, the sorting phase 
starts: this is a simple loop, in which (i) one ant is randomly 
selected; (ii) the ant performs a step of a given step size (in a 
randomly determined direction) on the grid; and (iii) the ant 
(probabilistically) decides whether to drop its gene data item. In 
the case of a ‘drop’-decision, the ant drops the gene at its 
current grid position (if this grid cell is not occupied by another 
gene data item), or in the immediate neighborhood of it (it 
locates a nearby free grid cell by means of a random search). It 
then immediately searches for a new gene data item to pick up. 
This is done using an index that stores the positions of all ‘free’ 
data items on the grid: the ant randomly selects one data item 
out of the index, proceeds to its position on the grid, and 
evaluates the neighborhood function f*(i), and 
(probabilistically) decides whether to pick up the gene data 
item. It continues this search until a successful picking 
operation occurs. Only then the loop is repeated with another 

Ant Colony Clustering algorithm 
  begin 
  INITIALIZATION PHASE 
  Randomly scatter gene data items on the grid 
  for each j in 1 to #ants do 

i := random_select(remaining_items) 
    pick_up(ant(j), i) 
    g:= random_select(remaining_empty_grid_locations) 
    place_agent(ant(j), g) 
  end for 
 MAIN LOOP 
 for each it_ctr in 1 to #iterations do  
    j := random_select(all_ants) 
   step(ant(j), stepsize) 

 i := carried_item(ant(j)) 
   drop := drop_item?(f*(i))  
   if drop = TRUE then 
      while pick = FALSE do 

 i := random_select(free_gene_data_items) 
        pick := pick_item?( f*(i)) 
      end while 
   end if 
 end for 
 end 

World Academy of Science, Engineering and Technology
International Journal of Biotechnology and Bioengineering

 Vol:1, No:5, 2007 

1316International Scholarly and Scientific Research & Innovation 1(5) 2007 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 B
io

te
ch

no
lo

gy
 a

nd
 B

io
en

gi
ne

er
in

g 
V

ol
:1

, N
o:

5,
 2

00
7 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/7

93
2.

pd
f



 

 

ant. For the picking and dropping decisions the following 
threshold formulae are used: 

 
The algorithm is shown in Fig. 4. The movements of the ants 

are shown by the colored moving points. 

D. Assigning Clusters 
After drawing the Topic Map, the last position of nodes can 

be obtained. To assign a cluster number to each node, the 
system computes the distance between any two nodes using 
their last position and stores the information in the distance 
matrix. When the system computes the distance, it uses the 
concept of Euclidean distance. Euclidean distance is the 
straight line distance between two points. The system assigns a 
cluster number based on the distance calculation. The distance 
matrix is shown in Fig. 5. 

 
 Node 1 Node 2 … Node n 
Node 1 0 0.3425673 … 38.231435 
Node 2 0.3425673 0 … 38.563426 
… … … … … 
Node n 38.231435 38.563426 … 0 

Fig. 5 The distance matrix 
 
The process of assigning cluster numbers is divided into two 

phases. First, there is an assigning phase and then a merging 
phase for merging nearby clusters. During the assigning phase, 
the system initializes each node’s cluster number to each node 
index. It iteratively chooses one point, and then compares the 
distances to other nodes. If the distances between the selected 
node and other nodes are smaller than a threshold, the 
Ant-based Clustering System assigns the same cluster number 
to those nodes. The threshold is decided by the user. This 
process is repeated until all nodes are compared with their 
neighboring nodes and are assigned a cluster number. For the 
merging phase, the system computes the distance between two 
clusters. The system chooses one node from each cluster. The 
selected nodes should have the shortest distance between the 
two clusters. If the distance between the selected nodes is 
smaller than a threshold, the system merges the two clusters. 
The threshold used in this phase is not the same threshold with 
the threshold of the assigning phase. This phase is repeated 
until all clusters are evaluated. Through this process, the system 
decides the number of clusters automatically. Our system can 
solve the problem of deciding the number of clusters which is 
an important issue in the data mining field. 

E.  Displaying Clustering Rresults 
The final displayed results for the Ant-based Clustering 

System are the Topic Map and the cluster number of each node. 
The Topic Map is a user interface which shows the ants’ 

movement. The node’s cluster information includes nine kinds 
of detail information: node indices of the genes, the number of 
genes and the number of samples, the number of iterations, 
coordinates of the last positions of the nodes, the nodes which 
each cluster has, the cluster number to which each node belongs, 
the number of clusters, the time taken, and the Pearson 
correlation. The Topic Map is shown in Figure 6 and the results 
are shown in Fig. 7. 

  

 
Fig. 6 Output : Topic Map 

 

 
Fig. 7 Output: The node information 

V.  EXPERIMENTAL RESULTS 

A. Setup 
The Ant-based Clustering System has been implemented in 

Java. We used the Java 2 standard edition development kit 
version 1.5.0_07 as the development language. And we used 
the Eclipse SDK 3.2 as the IDE for development. The database 
server for this system is Oracle 9i. To easily manage the 
database, we also used Orange 3.1. 
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B. Experimental Results 
First, we experimented with a test data set of 100 genes and 

24 samples and then 1000 genes and 24 samples. We performed 
100 iterations for the first data set and performed 1000 
iterations for the second data set. The performance results are 
shown in Fig. 8 and the clustering results are shown in Fig. 9. 

 
Genes Samples iteration Time 

100 24 100 1656ms 
1000 24 1000 23656ms 

Fig. 8 Execution time for clustering on the test data 
 

 
Fig. 9 Clustering result of the first test data  set  

VI.  CONCLUSION 
In this paper, we proposed a clustering method that makes 

use of an algorithm that imitates the ecosystem. We 
implemented the system using the Ant Colony clustering 
algorithm. The system works in several steps such as loading 
the input data, running the Ant Colony algorithm while 
drawing the Topic Map, assigning clusters and displaying the 
results. We have tested the algorithm with data sets consisting 
of  100 genes and 24 samples and then 1000 genes and 24 
samples. The results of the clustering are very promising and 
can also be visually verified. Future work includes performing 
more extensive experiments on different types of DNA chip 
data, and also work on areas of more optimization. 
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