
Keywords— Relevance feedback, bag of words model, 

probabilistic model, vector space model, image retrieval.

Abstract—The state-of-the-art Bag of Words model in Content-

Based Image Retrieval has been used for years but the relevance 

feedback strategies for this model are not fully investigated. Inspired

from text retrieval, the Bag of Words model has the ability to use the 

wealth of knowledge and practices available in text retrieval. We 

study and experiment the relevance feedback model in text retrieval

for adapting it to image retrieval. The experiments show that the 

techniques from text retrieval give good results for image retrieval 

and that further improvements is possible.

I. INTRODUCTION

LL Content-Based Image Retrieval (CBIR) systems have a 

limited performance. This is mostly due to two factors: 

the impossibility to fully express all the user intent into a

simply query for retrieval and the difference between the user 

interpretation and the computer description for an image, 

which is also called the semantic gap. Some information is lost 

because we use low level features to representing the image 

content seen through a high-level interpretation by the user.

During mostly the last 10 years, relevance feedback (RF) 

techniques have been applied in CBIR to cope these problems 

[4], [7], [18]. The RF techniques are taken mostly from the 

traditional text retrieval domain in which they have shown 

very significant improvements in performance. And now, RF is 

becoming an essential component for a CBIR system.

The retrieval model for text retrieval is different from image 

retrieval. Images are represented by low-level features like 

color, texture, region-based, shape-based descriptors or salient 

point descriptor and more. Meanwhile, text documents are 

represented by the term weight features. Under the assumption 

that high-level concepts can be captured by low-level features, 
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the RF techniques try to establish the link between these two 

levels of perception. Doing so, we have to modify the RF 

techniques from text retrieval for adapting them for image 

retrieval. Consequently, the result does not have the same 

performance as in text retrieval. For example, sometimes we 

have to convert image features into text features [14], [20] for

using RF techniques. Sometimes we create a new RF technique

for image retrieval only (for example re-weighting the 

similarity function).

Recently, the state-of-the-art model for CBIR became the 

bag of words (BoW) model which is also adopted from text 

retrieval.  The image retrieval process is the same as for text 

retrieval, image features extracted from the images being 

considered as "words" [21]-[24]. Therefore, we believe that 

RF for CBIR has the potential for improving image retrieval 

performance by using the wealth of knowledge and practices 

available in text retrieval.

Our contributions in this paper are the study and the 

application of text retrieval models and theirs RF techniques 

combined with the BoW model for image retrieval. In 

particular, 2 models are further examined. The first model is 

the vector space model proposed by Salton et al. [1]. Three 

text retrieval ranking functions with the Rocchio’s RF are 

applied for CBIR. This is a classical model with a powerful RF

technique in text retrieval. All research of BoW model in 

CBIR use the vector space model for retrieval process. The 

second model involves the probabilistic model developed in

the 1970s and 1980s by Robertson and Jones [25] which is 

widely used in text retrieval. This model is the state-of-the-art 

model in text retrieval which is designed for RF of BoW 

model in text retrieval. We demonstrate that both models are 

well-appropriate for CBIR.

The results show that text retrieval models can be easily 

applied in image retrieval. These RF techniques improve well 

the retrieval performance.

II. RELATED WORK

Relevance Feedback (RF) technique is an interactive 

strategy effective to improve the accuracy of information 

retrieval systems, in particular here CBIR systems [10], [17].

RF has a short-term memory. It is adapting the retrieval 

process for a specific user and a specific query. Short-term 

memory means that the user is searching by submitting a

query, then sees some results and interacts in order to modify 

them by asking the system to change the weights of parameters 
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or to modify the query itself for adapting the result to the real 

user’s intents. During that interaction time, the system can 

remember the results. But once it is finished, then the system 

cleans its memory and the next user starts from scratch.

The BoW model in Natural Language Processing is a 

popular method for representing documents. Each document is 

represented by a bag of words (which means into a vector 

where the order between elements is not considered). All 

words from the document database form a dictionary. A text is 

retrieved by computing the similarity between its vector of 

word frequencies and other documents. Researchers in 

computer vision are using the same idea for image 

representation. Images are treated as documents, and features 

extracted from images are considered as "words".

The BoW model is usually achieved by 3 steps: feature 

detection & description, codeword dictionary formation, image 

representation. The feature detection extracts local regions 

which are the candidates for “words”. The simplest method for 

feature detection is regular grid [5], [8]. The image is 

segmented by some horizontal and vertical lines. A very

popular method is interest point detector [5], [21]. In addition,

random sampling and segmentation methods for feature 

detection are used in [6] and [3]. The most popular method for 

feature description is using the SIFT descriptor [2]. The SIFT

descriptor describes each region as a 128-dimensional vector. 

The second step is to convert the region description vectors 

into a codeword dictionary. Each codeword is representing

several similar regions by using a clustering method, as for 

example K-means clustering. The last step is to represent the 

image as a histogram of the codewords.

The BoW model has been researched for years. However 

the RF techniques for this model have not been fully 

investigated. To our knowledge, only few works address this 

issue. Rui et al. [14] used the query point movement for a 

look-like bag of word model, but the image feature is not the 

real “words”. They converted the global image features such as

color and texture into term-weight vector in text retrieval.

Recently, [24] uses the discriminative RF for the BoW model. 

In their framework, the obtained RF scheme gives the most 

discriminative regions or keywords instead of just the 

important keywords for a particular class of images. They 

build a pseudo image from the top N discriminative keywords 

for the next iteration. In [19], authors present the RF technique 

for the bag of words model as a Multiple Instance Learning

problem: finding the positive/negative words by using the 

MILL toolkit. In the 2 following sections we examine the 2

main models for RF in text retrieval: Vector space model and 

probabilistic model. Then we apply them to the BoW model 

for CBIR.

III. RELEVANCE FEEDBACK TECHNIQUES FOR BAG OF WORDS

In this section, the two most popular models for RF in text 

retrieval are presented. In the vector space model, we 

introduce 3 ranking functions with a RF technique. In the 

probabilistic model, two ranking functions with a RF

technique are presented.

A. Vector space model 

The vector space model is proposed by Salton et al. [1].

Each document in a database D, as well as the query Q (Q is 

also a document or a set of documents), is represented as a 

vector of term weights:

(1)

To compute the similarity between the query Q and the 

document D, we use the inner product between the 

corresponding vectors:

(2)

Different methods for estimation 
jiw ,
and jqw , create

different ranking functions for the vector space model. In this 

paper we investigate 2 methods: the classical TF-IDF weights

and the state-of-the-art pivoted normalization weights.

The classic vector space model proposed in [1] computes

weight of a term in a document as a product of the term 

frequency (TF) and the inverse document frequency (IDF). We 

get the ranking function for this method:

(3)

with Dk = tfk.idfk and
qi DD the denominator needed for 

normalization.

Recently, this ranking function has been used for image 

retrieval [21]-[24].

The second ranking function is proposed in [11], [15].

Another method for document length normalization is used in

the pivoted normalization weighting based document score

which is:

(4)

with dl being the document length, avdl being the average 

document length, N being the number of documents in the 

collection, ni being the number of documents that contain the 

term, and s being a constant, usually 0.20.

In [12], Singhal et al. are proposing a ranking function 

based on the pivoted normalization, called F2-EXP:

(5)

with s = 0.5 and k=0.35.

In text retrieval, the original RF process was designed for 

vector queries. The objective of RF is to reformulate query 

vector so that it is closer to the space containing the relevant 

documents. The optimal query maximizes similarity to relevant
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documents, and minimizes similarity to irrelevant ones [13]:

(6)

where Dr is the relevance set, Dn is the non-relevance set, 

, , and give relative weight of q, Dr, and Dn . In our 

experiment, the set of parameters = = =1 is used for 

the 3 ranking functions above (see (3), (4) and (5)).

The Rocchio’s RF technique was used in CBIR since 1997 

by Rui et al. [14]. They have converted the global image 

features, such as color and texture, into term-weight vectors

for text retrieval to use the Rocchio’s RF. The Rocchio’s 

technique has not been yet investigated for BoW model. Doing 

so, we can avoid the previous conversion, because the BoW 

model is already using the term weight vector for representing 

images. As we will see that the visual words do not carry 

semantic like the real words in text retrieval, we do not have 

the same results when applying text retrieval techniques for 

image retrieval [26]. Moreover, in the BoW model for CBIR, 

images are normally small documents with less than 1000 

words, and even 100 words for a simple image. For adapting

to image retrieval, a manual tuning of parameters for the 

pivoted normalization weight is used. The value 0.20 for s in 

text retrieval is not appropriate for CBIR. Following our 

experiments, the best value obtained is 0.05.

B. Probabilistic model

In the probabilistic retrieval model, we estimate the 

probability of a document dj to be relevant for a specific query 

q [25], [16], denoted as jdqRP ,| :

(7)

We can represent the set of terms occurring in a document dj

as a binary vector x = (x1, x2... xn) with xi = 1, if term i is 

present in dj and xi = 0 otherwise. Then the documents are 

ranked in decreasing order according to the following 

expression:

(8)

where R is the relevant set (positive examples) and R is the 

non relevant set (negative examples). RxP | and RxP | are 

the probabilities that a relevant or a non relevant item has a

vector representation x. From (1), a retrieval status value can 

be derived [16]:

(9)

Different methods for estimating RxP | and RxP | create 

different ranking functions. Although the probabilistic retrieval 

model is not used for BoW model in CBIR yet, it is the state-

of-the-art model for text retrieval. We investigate 2 ranking 

functions for this model. 

The Okapi weighting based document score by Sparck 

Jones et al. [25]:

(10)

with k1 (between 1.0-2.0), b (usually 0.75) and k3 (between 

7-1000) are constants. The parameters set (k1=1.2, b=0.75, 

k3=1000) is used in the experiment. Wt is the 

Robertson/Sparck Jones weight of term t in the query:

(11)

where N is the collection size, R is the relevant set size, nt is 

the number of documents in N, containing term t, rt is the 

number of documents in R, containing term t. This weight is 

used for the RF. The initial search uses the reduced formula of 

the the Robertson/Sparck Jones weight (with R=0, rt=0):

(12)

The second function is proposed by Singhal in [11]. The 

modified Okapi gives a better performance than the original 

Okapi as they claimed. To avoid the negative value in the 

logarithm factor they proposed to use the IDF factor in the 

pivoted normalization weigh, the Wt weight of (10) is then:

(13)

The probabilistic RF is based on the Robertson/Sparck 

Jones weight Wt. The documents are ranked basing on the 

relevant set  R (see 11), The Wt weight of (13) does not have 

the relevant set R so we cannot use the modified Okapi with 

the probabilistic RF. The Rocchio’s RF is used instead.

IV. EXPERIMENTS

A. Experiment protocol 

We present a total of 5 ranking functions: TF-IDF, pivoted 

normalization, F2-EXP, Okapi and modified Okapi. In text 

retrieval, the Okapi function uses the probabilistic RF and the 

4 other functions use the Rocchio’s RF. We propose to use the 

Rocchio’s RF for all 5 ranking functions. This is reasonable as 

all ranking functions use the weight of query terms.

The Wang image database is used in our experiments
1

For the experiments, a pseudo RF technique is used,

simulating automatically the normal human interaction for RF.

. It is 

a subset of the Corel database. This database contains 1000 

images divided into 10 classes. The size of each image is 384 

× 256 pixels.

1 http://wang.ist.psu.edu
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Using the existing labels for each image in the database 

(ground truth), the system chooses the nearest ones belonging 

to the query class for relevant examples (positive examples) 

and the nearest ones not belonging to the query class for non-

relevant examples (negative examples). Following [4] one of 

the characteristics for RF is the small sample issue. The 

number of training examples is small, typically smaller than 20

per round of interaction. We believe that 20 examples per 

interaction is still a big number. In a real situation, it is 

difficult to imagine users clicking on even more than 10

examples. In our experiments, the assumption is made that 

only a maximum of 10 images can be selected by the user. We 

propose 5 strategies for the user relevance selection:

1. 5 relevant examples, 5 non-relevant examples.

2. 3 relevant examples, 3 non-relevant examples

3. 1 relevant example, 1 non relevant example

4. 5 relevant examples

5. 5 non relevance examples

To evaluate the performance of the ranking functions the 

precision/recall curve is used. The average precision is used 

for evaluation/comparison between the different RF strategies. 

B. Comparison of the ranking functions

The retrieval performances of the 5 ranking functions are 

shown in Fig.1. The best ranking functions for image retrieval 

is the TF-IDF, the modified Okapi coming close in second 

position.

Fig. 1 Ranking function comparison for the first retrieval iteration 

for all classes in the Wang database (no relevance feedback). TF-IDF 

obtains the best results followed closely by the modified Okapi 

(OM).

We go further in details to analyze the retrieval 

performance of each ranking function by looking into each 

class of the database. The Wang database has 10 classes: 

ethnic group, beach, monument, car, dinosaur, elephant, 

flower, horse, mountain, food. In [9], the authors have already 

shown a big disparity in precision among the different classes 

of this database, some being very easy while some being too 

difficult. Our results show that TF-IDF works better than the 

other functions for the “easy” classes like 3, 4, 6 but it 

becomes much worse for the other classes. The modified 

Okapi (OM) has the closest performance with the TF-IDF. It

works better than TF-IDF for the classes 0, 7, 8. But these

good functions, TF-IDF and Okapi, suddenly result as much 

more worse than other functions for the difficult classes, like 

the example shown for class #2 in Fig. 2. This means that they 

work well in easy situations, but their performance decreases

much faster than the other ranking functions. Depending on the 

type of images studied and the foreseen application, they are 

not necessarily the best choice.

Fig. 2 The Recall/Precision for the class #2 of the Wang database. 

This class gets usually among some of the lowest precision result in 

image retrieval tests.

Following our experiments, other ranking functions can be 

used instead of the TF-IDF in different cases, especially when 

dealing with difficult databases. Among these ranking 

functions, the modified Okapi (OM) and the TF-IDF work best 

generally. Future work is needed to investigate these functions 

with different types of image databases.

C. Comparison of relevance selection strategies

Five relevance selection strategies are used with a maximum

number of selected examples as 10. As one can expect, the 

experiments show that the strategy with 10 examples obtains 

the highest performance (see Fig 3).

Fig. 3 The relevance feedback performance of the TF-IDF function 

with the Rocchio RF. It shows that more examples give better result.

The worst strategies are with 5 relevant/non-relevant 

examples for the Rocchio RF technique. The fact that the 

Rocchio RF can be used effectively depends on the presence
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of both the relevant (or positive) examples and the non 

relevant (negative) examples. Also, using only non-relevant 

examples give worse result after the feedback than when using 

relevant examples. The probabilistic RF gives bad 

performance when using the strategy with the lowest number 

of examples (1 relevant or 1 non-relevant).

We compare in Fig. 4 the performance of RF techniques 

with different ranking functions. The Rocchio RF with the TF-

IDF function shows the best result: +30.857% after 4 

iterations, the Rocchio RF with the modified Okapi come 

second: +24.7608% after 4 iterations. The Okapi with 

probabilistic RF give the worst result: +14.542%. 

Fig. 4 Comparison on the relevance feedback performance of 

different strategies. The 2 best strategies are the TF-IDF function

with the Rocchio RF and the Okapi function with the probabilistic 

RF.

Retrieval performance improvement after 4 iterations of RF

for the 10 classes taken separately is shown in Fig. 5. The 

strategy of using 10 examples is used with 5 ranking functions. 

Fig. 5 Retrieval performance improvement after 4 iterations of RF

for the 10 classes. The TF-IDF function with the Rocchio RF gives

best result for most classes but not all.

The TF-IDF function with the Rocchio RF gives the best 

result for most classes, but not all. The F2-EXP and the 

pivoted normalization functions have a better average 

precision for class #4. This is reasonable because the TF-IDF 

has given a very good result in the 1
st

query for class #4 so for 

the next iterations of RF, the performance improves negligibly.

But for the class #3, where the TF-IDF also give a best result 

in the 1
st

query among those ranking functions, the F2-EXP, 

the Okapi and the modified Okapi give better relevance 

feedback improvements. This shows that the TF-IDF with 

Rocchio RF give best performance in general, but there are 

cases where other methods give better results.

V. CONCLUSION

In this paper, we have investigated 2 text retrieval relevance 

feedback models with 5 ranking functions which were applied 

for content-based image retrieval. We show that techniques in 

text retrieval can be successfully used for CBIR. The 

experiments show that TF-IDF ranking function with the 

Rocchio relevance feedback technique gives good results, but 

not in all cases. In more difficult situations (difficult 

classes/databases with low retrieval performance) other 

methods are worth being investigated. As a future work, we 

will examine more in details some difficult situations where 

each function/technique can give the best results.
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