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High Performance

VLSI Architecture of

2D Discrete Wavelet Transform with Scalable
Lattice Structure

Juyoung Kim,

Abstract—In this paper, we propose a fully-utilized, blocksed
2D DWT (discrete wavelet transform) architecturéjch consists of
four 1D DWT filters with two-channel QMF latticerstture. The
proposed architecture requires about 2MN-3N registe save the
intermediate results for higher level decompositiwhere M and N
stand for the filter length and the row width of image respectively.
Furthermore, the proposed 2D DWT processes in btwoté and
vertical directions simultaneously without an igleriod, so that it
computes the DWT for an NxN image in a period\ngf(1-2727)/3.

Compared to the existing approaches, the propasedecture shows
100% of hardware utilization and high throughpuéesa To mitigate
the long critical path delay due to the cascad#ités, we can apply
the pipeline technique with four stages, while iretey 100% of

hardware utilization. The proposed architecture banapplied in

real-time video signal processing.

Taegeun Park

processing. There are two approaches to compuHBNT:
separable and non-separable. A simple separabl®agpto
compute the 2D DWT is processing the horizontatation
followed by the vertical direction or vice versadascading 1D
DWT devices. However, this approach requires asfrasition
memory to keep an intermediate result of 1D DWT. [&]
non-separable approach for the 2D DWT directly dguuses
an image into four quadrants (subimages) without snd
column processes one after another [6][8]. Thisicgamove the
performance because it computes the 2D DWT outprestly,
however the dedicated four 2D filters require cdeskbly more
hardware resources. Efficient architectures empbpythe
two-channel QMF lattice have been proposed [5][Bhe
architecture in [9] is not scalable to the filtength and the
resolution level, and requires much more resoumeshe

Keywords—discrete wavelet transform, VLSI architecture, QMF'€solution level increases. The lattice structoretffe 1D DWT

lattice filter, pipelining.

I. INTRODUCTION

proposed by Kim [5] is regular and scalable but gtrecture
itself cannot be readily applied to the 2D DWT duwoeits
complex folded scheduling control. The recursive DW/T

RECENTLY, discrete wavelet transform (DWT), based o@rchitectures (systolic, semi-systolic) [7] show good

ime-scale representations, has received a coasider
attention as one of the most promising alternatiteshe

performance and hardware utilization, but stilluieg complex
routing networks to feed data into systolic arregarding to the

discrete cosine transform (DCT) in video compressioPWT scheduling. Yu and Chen [10] proposed a separab
applications such as JPEG2000 and MPEG4. WaveRfproach for 2D DWT by data dependency analysis tha

transforms are closely related to tree structurigitad filter

banks. Therefore, the wavelet transform can beidered as a
multi-resolution signal analysis, which decompassignal into
its components in different frequency bands. DWEgdoot
have the blocking effect inherent to discrete a@gnansform
(DCT) and provides a relatively high compressida,rso that it

reduced the intermediate hardware requirements eegtw
resolution levels. Parallel approaches have beggested to
increase performance, but these require more ressuue to
their multiple filter banks [6][7][10]. The architures
employing the polyphase decomposition techniquevsta0%
hardware utilization, however they require a RAMdule to

can be app“ed to low bit-rate image Compressiohe T Save an intermediate data [11] The arChiteCtUr[é.ZI]] shows

applications of DWT include, but are not limited itnage
compression, speech analysis, pattern recognitiand
computer vision. Since DWT demands massive comipugt
an implementation using general-purpose computystes is
not adequate for the real-time applications.

In recent years, many researchers have proposachlaen of
VLSI architectures on DWT to achieve real-time sign
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high performance with relatively less hardwarethathardware
is not fully utilized.

In this paper, we propose a scalable, high perfoced/LSI
architecture for the 2D DWT with 100% hardwareizgition.
The proposed lattice architecture minimizes theragt®
necessary for the transposition in the separahteoagh and
improves the performance by simultaneously proogdsie 2D
DWT in horizontal and vertical directions. The awhtdesign
for the data flow is scalable to extend to an aabjt2D DWT
with M taps andJ levels. The proposed lattice structure is so
regular that it is suitable for VLSI implementatiand requires
NZ(@-272")/3 of period to compute &xN image. This paper
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outlines as follows. Section 2 introduces to the D\8ection 3
describes the proposed 2D lattice architecture pEnfarmance
analysis and simulation for the architecture amcubsed in
Section 4. Finally, concluding remarks are giveattion 5.

Il. DISCRETEWAVELET TRANSFORM

In wavelet analysis, signals are represented usiisgt of
basis functions derived by shifting and scaling iagle
prototype function, referred to as “mother wavelet'time [1].
Wavelet transforms are closely related to treecttred digital
filter banks and multiresolution analysis. A sew@velet basis
functions can be generated by translating and inijathe
mother wavelet. Whereas the classical short-timerriEo

transform uses the same size of filter on the entir  HH

time-frequency domain, the wavelet transform tattéferent

size of windows at variable scale, so that it ikafle to analyze
spatial and spectral locality [2]. The wavelet sf@nm can be
viewed as a decomposition of a signal in the ticaes
(frequency) plane. Therefore an arbitrary sigfigl can be
expressed as

f(t)= ZC,o(kmk(t)*ZZd Ky, @
c, =< f(t),@,, (1) >= j f(t)g,, (t)dt , )
d, =< f ()¢, (t) >=j f(t)y,  (t)dt, ©)

wherec; andd; are the wavelet coefficients at leyelndg(t)

wavelet coefficients are computed throughM@ctave levels.
At each octave levg] an input sequence is fed into the low-pass
filter h(m) and the high-pass filtgXm). A number of filterbanks
are cascaded to produce a multi-resolution waveahetysis.
Figure 1 shows the analysis stage of three-levelelga
decomposition in binary tree. Here, the filtelg), G(2) satisfy
the PR property [1].

Column direction

Row direction

G(z) 4’ GGy,
— H (z) 4> GHjq
— G (z HG,.,
—(H (z HH;.

Fig. 1 One level of separable 2D DWT (Analysis sdag

Ill. THE PROPOSEDARCHITECTURE

A. New Data Scheduling

In this paper, we propose a new data schedulirpsign a
high performance, fully-utilized 2D DWT filter. Fig@ explains
the new scheduling which scans an image in blocksb#s

depicted in Fig. 2(a), avixN image is divided int&XxY of 2’2’
blocks, whergl is the resolution level ard andN is a multiple

and y(t) are the father and the mother wavelet functionsf2’, For each block of size#2’ showed in Fig. 2(b), we input

respectively.

A simple iterative algorithm, known as Mallat's uesive
pyramid algorithm (RPA) has been proposed [3]. his t
algorithm, the DWT coefficients of any level in &ss stage
can be defined from the DWT coefficients of theviwas level
and calculated by decimation and filtering. The aiquns to
compute a 1D DWT can be expressed as follows:

c; (k)= fh(m— 2k)c,, (m)

0, = 3. g(m-20)c,. ()

whereN is the number of sampleag(k) andd;(k) are the wavelet
coefficients at levej, and h(m) and g(m) are low-pass and
high-pass filters obtained from the wavelet. Thatlsgsis of
discrete-time signal can be done by interpolatiod fitering,
which is expressed as follows:

¢, (0= 3 hm-2Kk)c, . () + 3 g(m-2K)d . (m)

The reconstructed signal differs from the origidala due to
aliasing, amplitude distortion, and phase distortigilters can
be designed in such a way that some or all of tdegertions
are eliminated. Therefore, the wavelet basis fonsti are
designed to satisfy the perfect reconstruction (P@perty for

four contiguous data showed in the rectangle asdnee time to
the filter and calculate the 2D DWT withresolution level so
that the hardware efficiency of the architecturseches to 100%
by eliminating an idle period.

‘\ 1 2 e 1 X o 1 oo ~1
1 .o 0 oo |_—
o, s o [ i i o =
— — - 1 g/ ;#
erZT_|__2t___L, /
L o
X - 2 | .o
(@)M x N image (by 2 2’ block

Fig. 2 The proposed scan method

Before we explain the detailed scheduling, we sélt some
notations and definitions. An input image data éirted as
u™¥(r,c), where x,y) and ¢,c) stand for the block location in the
image and the pixel location in the blocky] respectively,
where Ex<X, 1<y<Y, and &r,c<2-1. And the results of 2D
DWT with J resolution level are defined as¥(,.t.) .

computing the original signal correctly. The DWT isLH}Y(t,.t.), HLY(t,.t;), @andHH ™ ¢, .t;), where ¢, t)) stands

implemented using a tree-structured filter bankerehtheM
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for the operation time in row and column directiah its
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corresponding levglrespectively. We compute the first level ofor vice versa), the memory module is inevitably essary to
2D DWT with the four inputs of¥(2t,,2t;), uU*(2t,2t-1), transpose the elements of the 2D DWT. In this paper
uUY(2t-1,2t), and u™(2t-1,2-1) for 2 cycles and then propose a high performance 2D DWT architecturecthas the
output 2% of LY@, 1), LH¥Y (@ t) , HLY(E, t,), and modified separable iterative approach [6], whicteispersed

HHY (¢, t,) , where 8t,.t.<2"%-1. In the same method, we canthe higher-level computations between the first elev

compute thej-level of 2D DWT with the four input of
LU @, 2t) o+ LU @ 2t -) o LUt -12t) . and
LU, @1, ~12t, 1) for 25 cycles and then output®®) of

LU (t, ,t) » LHXY () » HUY (t, t,) @nd HHXY(t, t,) » Where
2<j<J and &t t<2"-1. Whent, andt, are equal to zerot21

computations. Fig. 4 shows the structure of theppsed 2D
DWT, which consists of four 1D lattice filters afrgth 21 and
its basic processing element (PE). The proposehitacture
processes the horizontal and vertical directiotseasame time
to minimize the storage for an intermediate datatédver, it is
scalable to extend to an arbitrary 2D DWT wlithtaps and]
levels.

and 2.-1 become -1 which are beyond the block boundary. | girst two Iattice filters, H-DWY and H-DWT, which take
other words, whet is equal to zero, the contiguous data in thg, rows as inputs, are dedicated to compute 1D DWa&

upward block to the current block is referencedoiwhert, is
equal to zero, the contiguous data in the leftlbtoche current
block is referenced. This ensures the correct D\y@ration in
the block boundary.

R
VA PN 0 1 2 3
PN
H H H H
0 vyl v |t vt v
H] H1 H1 H1
Hi __ |Hi . |Hi . |H:
. .
: 1 H, 1 H, Vi H, V1 H, V1
M, . |Hy __ |Hy __ |Hi __
2 AY \ \ \
o e, e g,
3 H: v, Hi v, H: v, Hi Vi
H; H, H, H;
Hs __ |Hz _.
(] Vs Va
X He Eis
- Hz He: .
1 V. \
H, V2|, V¢
] Hs
3 0 V.
He °

Fig. 3 Block schéduling scheme for three level 20D

Fig. 3 shows the proposed scheduling in a blodx8fsize,

when the level is equal to 3. The parametéraindt. are used
to show the scan order and the computation tiniigo the
figure shows that the proposed scheduling compiites2D
DWT without any idle period, thus the hardware t@nfully
utilized.

B. Proposed 2D DWT Architecture
The QMF lattice structure requires omdylattices for filter

horizontal direction, whereas the next two lattiikers,
V-DWTY and V-DWT compute 1D DWT in a vertical
direction. The lattices for the horizontal directiprocess four
inputs simultaneously to maximize the hardwarézaatiion and
improve the performance. The outputs of the hot&lofiiters
are fed into the vertical filters; lowpass- andhpugss-filtered
outputs are going to the upper filter (V-DWjTand the lower
filter (V-DWT") respectively. The filter outputl; is going
back to the input of the filter for higher-leveladenpositions.
The input and output relations of each PE are ddfias

depicted in Fig. 5. Each PE is defineddBEiI , Whered can be

H for the horizontal filter an¥d for the vertical filterj stands for
thei-th lattice, and stands for the filter location which can be
either U (upper) or L (lower) respectively.

Now we explain the structure of the Data format @wter
(DFC) to control the input for the H-DWT filters wah includes
the primary inputsi(t,,t.) and the intermediate feedback result
VYU (XY, ],t,,t.) - The intermediate result can be also

considered aslL, (t,.t,) which is the lowpass-filtered output at

j-level. The DFC stores the intermediate results Hyher
resolution level computations, due to the time ediéhce
between the available moment and the necessary mafhthe
data. Fig. 6 shows the structure of DFC for 3-le2@2I DWT.
The four outputs in Fig. 6 are fed into thPE; and HPE;

which are the first lattices in the horizontaldits H-DWT and
H-DWT". The block diagram tells us which inputs should be
available to the corresponding PE at the spedifie tThe triple
notation [,t,t) in front of the registers explains which data
among the intermediatej-level lowpass-filtered output

length XK, each of which consists of two multipliers and twou_j (t.,t.) is going to be stored at time,§) for higher level

adders [4]. Therefore the required hardware conitylexabout
half of that of a pair of direct approach FIR fikeln addition,
lattice digital filters are implemented as a cascafl regular
modules so that these filters are suitable for
implementation. A scalable folded 1D DWT architeetbased
on lattice structure computes outputs of the otlesplution
levels during idle periods by decimations [5]. Heer the 1D
architecture itself is difficult to apply to comguthe 2D DWT
directly due to the complex scheduling control. Brer, if we
adopt a separable approach (row scan followed lhyrooscan
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decomposition. Another triple notationt(t;) in front of the
multiplexers shows the timing to be output throutite

Srlnultiplexers, which is used to design multiplexentols. The

required hardware for the DFC to computettevel 2D DWT
is 220224 (v+1)(2°-2) of registers and four
multiplexers, wherd is the resolution level andis the number
of blocks in the horizontal direction.
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Fig. 4 Proposed 2D DWT architecture and its PEcsing
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Fig. 5 Inputs and outputs of the PE

The Delay Control Unit (DCU) controls the delaygvieen
lattices to adjust the data rate due to the de@maFig. 7(a)
and 7(b) shows the structures of the DCahd DCU for
3-level 2D DWT respectively. The outputs in Figa) are fed
into the HPEY and HPE" in the H-DWT and H-DWT,

where ki<M-1 andM is the filter length. The DCUis located

between the PEs and controls the deta‘1§/ depending on the
resolution leve]. The DCU' for the J-level 2D DWT requires
2’ -1 of registers and a multiplexer. When the H-DWfilter

computes thg-level DWT at time K|l), the content of the

register R is output to HX2 (.Y, 008, ,t,) - When k= 0,

HY™ (Y, )t

HYY (x,y - 1,j,t, 27 —1) stored in the registeg -
.

t.) is stored in the register;R. Otherwise,
) which

is computed from the contiguous block on the lefoutput to
Hleit (lel ] ltr ‘tc) '
DCU" in the H-DWT filter are identical. The output of the

H-DWT and the input of the V-DWT are crossed toqerss the
2D DWT in horizontal and vertical directions sinarieously.

The operation of the DC{kan be explained in the same way,

as for the DCU. The DCU for the J-level 2D DWT requires
Y (2’ -1) of registers and a multiplexer. When the V-DIWT

filter computes thg-level DWT at time k), the content of the

register R . is output tovx': (x,y,j.t,.t,) - When k= 0,
VY™ (x,y,j.t,,t,) is stored in the register . . Otherwise,
VYU (x-1y,j,2> " -1t,) stored in the registerg

yj-12"7-1
which is computed from the contiguous upward blisc&utput
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to VXY (x,y, j.t,,t,) - The operation and structure of the DCU
in the V-DWT filter are identical.

The proposed 2D DWT architecture may suffer froenlting
critical path due to the cascaded lattice structurthis case we
can apply the pipelining technique to the propcaethitecture.

Since the j€l)-level lowpass-filtered output L (00) to
compute|_|_§-y (00) is available 4 clock cycle ahead, we can

apply up to four-stage of pipeline at maximum. @tse, the
hardware efficiency will be less than 100%.

IV. PERFORMANCEANALYSIS

The proposed 2D DWT architecture is designed anifiee
with VerilogHDL and Modelsim design environment. ritais
architectures to compute the 2D DWT, such as thecti
architecture [7], parallel architecture [10], systparallel
architecture [7], non-separable architecture [6]IMI3
architecture [6], polyphase architecture [11], Z2Bttite
architecture [12], and RAM-based architecture [8ye been
proposed recently. In Table |, we compare the pevdmce of
the proposed architecture and these architedtutesns of the
number of multipliers, the number of adders, steraize,
computing time, hardware utilization, and contromplexity.
A straightforward direct approach uses the mininfardware,
but results in very poor performance [7]. The palal
approaches in [6][10] use more resources with ivelt less
gain in computation time. The recursive DWT arattiiees
(systolic and semi-systolic) [7] show a good perfance and
hardware utilization, but still require complex ting networks
and scheduling. The architecture with the polyphase
decomposition technique show 100% hardware utitinat

The operation and the structure of thdowever it requires a considerable storage sizeesmRAM

module is necessary to save an intermediate ddfp The
architecture in [12] shows high performance witlatieely less
hardware but the hardware is not fully utilizedeTRAM-based
architecture [13] needs more hardware and relatilaiger
computation time compared to the proposed architectThe
computing time for thé&xN image in the proposed architecture
is N?(1-2"%")/3 because the horizontal and vertical directions

are processed simultaneously in the proposed Hbieskd
scheduling. The proposed architecture may suff@mftong
critical delay path due to the cascade of procgssiaments.
The problem can be overcome by inserting pipelegisters
between processing elements using cut-set retimithod [4].
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Fig. 7 The structure of DCUH and DCUV (J = 3)
TABLE |
PERFORMANCECOMPARISON OF2D DWT ARCHITECTURE
(N? image sizeM: filter length,J: decomposition level)
Multipliers Adders  Storage size  Computing time Utilization ~ Control
Direct [7] M M N2 4N? 100% simple
Systolic-parallel [7] aM am 2N(M+2) N2-N high complex
Non-separable [6] 2M?2 2(M%1)  2(M*+MN) N2 high complex
SIMD [6] 2N? 2N2 3N2 M2 low complex
Parallel [10] 3M 3(M-1) 2N(M-1) N2 low simple
Polyphase [11] 4M 4M N%4+K(N+1)  0.5N?~ 0.67N? 100%  moderate
2D Lattice [12] 4M 4Mm M(N+J) N?/2 67% complex
RAM-based [13] 6M 6M N(2M-0.5) N2/2 89% complex
Proposed aM am 2MN-3N N%(1-22)/3 100% complex

Compared to conventional approaches, the proposedrtical wavelet filtering simultaneously so thetdmputes the
architecture requires relatively less hardware avipitoviding 2D DWT for an NxN image within a period ¢§2(1-22")/3.

high performance with 100% hardware utilization. Four inputs are fed to the proposed architectutieeasame time
to maximize the throughput. We also introduce thawvn
block-based scheduling with the block size b2 to reach the

hardware efficiency to 100%, whedeis the resolution level.
The required memory is abouvIN-3N, whereM andN stand

V. CONCLUSIONS

In this paper, we proposed a fully-utilized, higeriormance
2D DWT architecture which performs the horizontalda

International Scholarly and Scientific Research & Innovation 3(6) 2009 1381 1SN1:0000000091950263



Open Science Index, Electronics and Communication Engineering Vol:3, No:6, 2009 publications.waset.org/7661.pdf

World Academy of Science, Engineering and Technology
Internationa Journal of Electronics and Communication Engineering
Vol:3, No:6, 2009

for the filter length and the row width of the ineagespectively.
To mitigate the delay due to long critical path, sem apply the
pipeline technique up to four stages without saini

hardware efficiency. The proposed architecture mapplied
for various real-time image/video applications suels
JPEG-2000 and MPEGA.
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