
 

 

  
Abstract—In single trial analysis, when using Principal 

Component Analysis (PCA) to extract Visual Evoked Potential 
(VEP) signals, the selection of principal components (PCs) is an 
important issue. We propose a new method here that selects only 
the appropriate PCs. We denote the method as selective eigen-rate 
(SER). In the method, the VEP is reconstructed based on the rate 
of the eigen-values of the PCs. When this technique is applied on 
emulated VEP signals added with background 
electroencephalogram (EEG), with a focus on extracting the 
evoked P3 parameter, it is found to be feasible. The improvement 
in signal to noise ratio (SNR) is superior to two other existing 
methods of PC selection: Kaiser (KSR) and Residual Power (RP). 
Though another PC selection method, Spectral Power Ratio (SPR) 
gives a comparable SNR with high noise factors (i.e. EEGs), SER 
give more impressive results in such cases. Next, we applied SER 
method to real VEP signals to analyse the P3 responses for 
matched and non-matched stimuli. The P3 parameters extracted 
through our proposed SER method showed higher P3 response for 
matched stimulus, which confirms to the existing neuroscience 
knowledge. Single trial PCA using KSR and RP methods failed to 
indicate any difference for the stimuli. 
 

Keywords—Electroencephalogram, P3, Single trial VEP.  

I. INTRODUCTION 
INGLE trial analysis of Visual Evoked Potential (VEP) 
signals is an important step in the analysis of VEP 

signals. Multi-trial averaging is the de facto standard to 
reduce the effects of background electroencephalogram 
(EEG) from VEP, enabling single trial analysis [1]. 
However, it is disadvantageous as information will be lost 
from multi-trials, which are not strictly time-locked. 
Therefore, it has become a common practice to use 
Principal Component Analysis (PCA) for this purpose [2]-
[4].  

The existing methods to select principal components 
(PCs) for standard PCA are like Kaiser (KSR) and Residual 

 
 Manuscript received June 16, 2005.  
 S. Andrews is with the Faculty of Information Science and Technology, 
Multimedia University, Malacca, 75450, Malaysia. (e-mail: 
andrews.samraj@mmu.edu.my). 
 R. Palaniappan is with Dept. of Computer Science, University of Essex, 
Colchester, C04 3SQ, United Kingdom. (phone: +44(0)-1206-872773; fax: 
+44(0)-1206-872788; e-mail: rpalan@essex.ac.uk, palani@iee.org).  

 N. Kamel is with the Faculty of Engineering and Technology, Multimedia 
University, Malacca, 75450, Malaysia (e-mail: nidal.kamel@mmu.edu.my). 

Power (RP) [5]. However, our results show that these 
methods are unable to retain their performance when the 
signal to noise ratio (SNR) of VEP to background EEG is 
high.  

To solve this problem, in a previous paper [3], we 
proposed the Spectral Power Ratio (SPR) method that gave 
significant improvement by selecting specific PCs. In this 
paper, we propose another elite procedure that is more 
efficient than SPR.  

Therefore, the purpose of this paper is to investigate the 
efficiency of the proposed Selective Eigen Rate (SER) 
method in selecting PCs for the effective reconstruction of 
the VEP, which is especially suitable when the amount of 
noise is very high. 

SER’s potential in selecting the appropriate PCs for the 
effective reconstruction of the source signal (i.e. VEP) even 
with high EEG contamination will aid in proper 
neuropsychological analysis in clinical applications.  

First, we will set out to prove the effectiveness of our 
proposed method through a simulation study using 
emulated VEP signals buried in real EEG. SNR calculation 
will be used to show the advantage of our proposed method 
as compared to KSR, RP and SPR methods in selecting the 
PCs. Next, we will use the SER method to analyse single 
trial P3 responses for matched and non-matched stimuli.  

II. METHODS 

A. Emulated VEP Simulation 
Sixty-four artificial VEP signals were created using 

diverse combinations of Gaussian waveforms, each with 
different mean, variance and amplitude. These basic 
waveforms were created using the equation 

 

G(n) = (A/sqrt(2πσ2))exp(-((n-µ)2)/2σ2)     (1) 
 

where σ is the standard deviation, µ is the mean, and A is 
the amplitude. These emulated VEPs, X were limited to 8 
Hz to simulate P3 responses, which are limited to 8 Hz [6]. 

These were mixed with the real EEG signals, which 
were obtained from a subject at rest. These EEG signals, Y 
were whitened to remove their correlation, before adding 
to the emulated VEP signals to produce a matrix, W. 

 

W(n)VEP+EEG=X(n)VEP+Y(n)EEG             (2) 
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The contaminated signals, W of dimension 64 x 256 
was then normalised to zero mean and unit variance. 

 

W = (W – mean (W)) / Std (W)             (3) 
 

B. Principal Component Analysis 
PCA to extract VEP from the EEG contaminated signal 

was carried out. First, the covariance of the signal W was 
computed using  

 

R = E (WWT)             (4) 
 

Let F be the orthogonal matrix of eigen-vectors of R and 
D is the diagonal matrix of its eigen-values, D= diag 
(d1….dn). Then the PCs could be computed using, 

 

Y = FT WT             (5)    

  Some of the PCs will represent the VEP and some will 
represent the EEG. The selections of VEP representing 
PCs from the overall PCs were carried out by four 
different methods, namely KSR, RP, SPR, and SER.  

These selected VEP were then used in reconstruction 
(the remaining PCs were omitted), where the reconstructed 
signal now contains only VEP. The reconstruction was 
done using  

 

X = FFT YYT,     (6) 
 

where the FF and YY corresponds to the selected eigen-
vectors and PCs. 

C. PC Selection 
i) Percentage of total residual power retained (RP) 
In the RP method [5], the first few PCs were selected 

from the sorted array of eigen-values where the percentage 
of selected eigen-values covers 95% of the total eigen- 
values. 

  

ii) Kaiser’ rule (KSR) 
In the KSR method [5], the selection of PCs was carried 

out such that the eigen-values of selected PCs were more 
than 1.0.  

 

iii) Spectral Power Ratio (SPR) 
In the SPR method [3], only the PCs that contained 

significant amount of 0-8 Hz spectral power were selected. 
This frequency limit could be varied according to the 
purpose. In this case, we considered the P3 responses; so 
the limit was 8 Hz. After some experimental simulations, a 
value of 0.5-0.6 was sufficient as threshold i.e. for the PC 
under consideration, if the ratio of spectral power below 8 
Hz over total spectral power exceeded this threshold, then 
that PC would be selected [3]. 

 
iv) Selective Eigen Rate (SER) 
In SER, the PC selection starts from the highest eigen-

value and continues up to the condition that the difference 
between the normalised consecutive eigen-value should 
not exceed the chosen threshold value. After various 
experimental simulations, we fixed this value to 0.005.  

 

     We found that the best method for normalising the 
obtained eigen -values is by simple normalisation: 

 

Normalised eigen-value = obtained eigen-value/sum 
of all eigen-values. 

    (7) 

D. SNR Computation 
In order to compute the efficiency of the four different 

PC selection methods, SNR computations were carried out 
for the reconstructed VEP signals as well as the original 
VEP signals. The SNR for the original signal was 
computed by 

 

SNR=10log10(variance(X)/variance(W–X)).     (8)   

Similarly, the SNR values for all the 64 reconstructed 
VEP signals were calculated for each method. 

E. Different Noise Factors 
The entire experiment was repeated for all the four 

methods with the signal, W but adding different amounts 
of EEG noise, i.e. EEG signals with amplitude in multiple 
factors of 2, 5 and 10: 
 

W(n)VEP+noise = X(n)VEP+NY(n)noise ,     (9) 
 

where N factor = 2, 5, or 10. 
Again, the performances of all the four methods were 

investigated using their resultant SNR values. 

F. Single Trial P3 Responses using Real VEP 
Using all the above four PC selection methods, another 

experiment using real VEP signals was also carried out. 
The real VEP signals were recorded from different 
subjects while being exposed to two stimuli, which were 
pictures of objects chosen from Snodgrass and Vanderwart 
(SV) picture set [7]. Figure 1 shows samples of these 
pictures, and Figure 2 shows an example of the stimuli 
presentation. Figure 3 shows the position of the 64 
electrodes. 
 The sample stimulus (S1) shown to the subjects was a 
randomly chosen picture from the SV set. The second 
stimulus shown was chosen as either matching (S2M) or 
non-matching (S2N) relative to the initial stimulus S1. To 
reduce the possibility of ambiguity, S2N was chosen to be 
different from S1 not only in its visual appearance but also 
in terms of the semantics. For example, if a picture of an 
eagle is shown for S1, then S2N will not be a picture from 
the bird category. One-second measurements after each 
stimulus presentation were recorded. We randomly 
selected a few trials from four different subjects for the 
purpose of this purpose.  

 
 

Fig. 1 Sample pictures from Snodgrass and Vanderwart picture set 
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First stimulus
(S1)  shown

Stimulus
duration: 300 ms

Inter stimulus
duration: 1600 ms

Stimulus
duration: 300 ms

Second
stimulus (S2M
or S2N)  shown

Inter trial
duration: 3200 ms

Next trial

One trial

 

Fig. 2 Example of stimulus presentation for the case of S2N 
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Fig. 3 Electrode positions 

The eye-blink contaminated VEP signals were removed 
from the records, and were detected based on amplitude 
discrimination; by using the threshold value of 100 µV as 
blinking typically produces potential of 100-200 µV 
lasting for 250 ms [8].  

Next, to set the pre-stimulus baseline to zero, the data 
were made zero mean [6]. Following the approach by 
Begleiter et al [9], where P3 responses were band-limited 
to 8 Hz, the extracted VEP signals from S2M and S2N 
stimuli were low pass filtered using a combination of a 9th 
order forward and 9th order reverse Butterworth digital 
filter with a cutoff frequency at 8 Hz. A minimum 
attenuation of 30 dB was achieved in the stop band, with 
the transition band being between 8 and 12 Hz. The reason 
for both forward and reverse filtering was to ensure that 
there would be no phase distortion. 

Single trials of VEPs from the Pz channel were analysed, 
because the P3 response is highest in midline parietal area 
[6]. The amplitude and latency of P3 responses were 
detected via an automated procedure, whereby this 
component was identified as the largest positive peak in the 
period of 300-600 ms after the stimulus onset. The t-test 
was used to establish a statistical difference in P3 
amplitudes and latencies between stimuli S2M and S2N. 

III. RESULTS AND DISCUSSION 
The results of the emulated VEP analysis are given in 

Tables 1-5 and Figures 3-6. Only 4 figures are shown 
(with EEG factor of 5) due to unavailability of space but 
the total and average for 64 emulated VEP signals are 

given in the tables. The evidence on the effectiveness of 
our proposed SER method could be seen from the 
increased SNR as compared to the original signal and 
when comparing results using KSR, RP and SPR methods. 

 
Fig. 4 Artificial VEP signals with PCs selected using RP 

(EEG factor of 5) 

 
Fig. 5 Artificial VEP signals with PCs selected using KSR 

(EEG factor of 5) 

 
Fig. 6 Artificial VEP signals with PCs selected using SPR 

(EEG factor of 5) 

 
Fig. 7 Artificial VEP signals with PCs selected using SER 

(EEG factor of 5) 
 
It is also clear that the proposed SER method gives even 

better performance in comparison of KSR, RP and SPR, 
when the noise (EEG) factors were higher.  
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Table 5 gives the result of the t-test analysis of P3 latencies 
and amplitudes. The hypothesis tested for latency was that 
S2N>S2M, while for amplitude, the hypothesis tested was 
S2M>S2N. The results indicate that only P3 parameters 
extracted using PCs with SPR and SER methods showed 
significant differences, while with KSR and RP methods, no 
significant differences were obtained. The results using SPR 
and SER methods shows that P3 amplitudes were higher for 
S2M as compared to S2N (with p<0.05). In addition, it also 
showed that P3 latencies were smaller (i.e. P3 responses were 
faster) for S2M as compared to S2N (with p>0.95). These 
results confirm to the other studies conducted with matched 
and non-matched stimuli [10].  

 
TABLE I 

COMPARISON OF SNRS WITH EEG NOISE FACTOR=1 
 

SNR Signals  
(randomly selected) Original RP KSR SPR SER 
1 0 7.67 12.69 12.69 12.69 
2 0 2.92 9.16 9.16 9.16 
3 0 2.93 12.57 12.57 12.57 
4 0 1.98 10.60 10.60 10.60 
Total          
(64 signals) 

0 185.00 698.71 698.71 698.71 

Average 
(64 signals) 

0 2.89 10.91 10.91 10.91 

 
TABLE II 

COMPARISON OF SNRS WITH EEG NOISE FACTOR =2 
 

SNR Signals  
(randomly selected) Original RP KSR SPR SER 
1 -6.02 2.59 8.32 8.76 8.76 
2 -6.02 -0.07 6.35 6.48 6.48 
3 -6.02 0.04 5.28 5.83 5.83 
4 -6.02 0.32 4.83 5.21 5.21 
Total          
(64 signals) 

-385.31 -13.43 390.45 428.32 428.32 

Average 
(64 signals) 

-6.02 -0.20 6.10 6.69 6.69 

 
TABLE III 

COMPARISON OF SNRS WITH EEG NOISE FACTOR =5 
 

SNR Signals  
(randomly selected) Original RP KSR SPR SER 
1 -13.97 -1.24 3.98 4.01 4.43 
2 -13.97 -1.54 3.79 4.16 4.36 
3 -13.97 -1.66 3.14 4.47 4.95 
4 -13.97 -1.58 2.53 3.16 3.69 
Total          
(64 signals) 

-894.68 -120.67 61.64 107.17 149.81 

Average 
(64 signals) 

-13.97 -1.88 -0.9 1.67 2.34 

 
TABLE IV  

COMPARISON OF SNRS WITH EEG NOISE FACTOR =10 
 

SNR Signals  
(randomly selected) Original RP KSR SPR SER 
1 -20 -1.79 2.28 2.37 2.52 
2 -20 -2.13 1.64   2.49 2.51 
3 -20 -2.28 -0.23 1.08 2.00 

4 -20 -2.50 -2.40 -0.85 0.08 
Total          
(64 signals) 

-1280 -146.69 -51.91 -27.20 45.33 

Average 
(64 signals) 

-20 -2.29 -0.81 -0.42 0.70 

 
Therefore, in conclusion, our proposed SER method is 

efficient and suitable for extraction of single trials of VEP 
signals as long as the frequency range of the parameter that 
is to be extracted is known. 
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TABLE V  

T-TEST RESULTS OF P3 LATENCIES AND AMPLITUDES FOR STIMULI S2M AND S2N 
 

RP KSR SPR SER Subjects 
Latency Amplitude Latency Amplitude Latency Amplitude Latency Amplitude 

1 0.3397 0.8219 0.5111 0.7844 0.9978 0.0034 0.9978 0.0019 
2 0.8798 0.3063 0.5980 0.4561 0.9994 1.89e-015 1.0000 0 
3 0.1425 0.1814 0.0546 0.8401 1.0000 8.11e-004 1.0000 0.0149 
4 0.4590 0.4142 0.7279 0.5998 0.9683 1.26e-010 0.9961 0.0043 
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