
 

 

  
Abstract—The number of features required to represent an image 

can be very huge. Using all available features to recognize objects 
can suffer from curse dimensionality. Feature selection and 
extraction is the pre-processing step of image mining. Main issues in 
analyzing images is the effective identification of features and 
another one is extracting them. The mining problem that has been 
focused is the grouping of features for different shapes. Experiments 
have been conducted by using shape outline as the features. Shape 
outline readings are put through normalization and dimensionality 
reduction process using an eigenvector based method to produce a 
new set of readings. After this pre-processing step data will be 
grouped through their shapes. Through statistical analysis, these 
readings  together with  peak measures a robust classification and 
recognition process is achieved. Tests showed that the suggested 
methods are able to automatically recognize objects through their 
shapes. Finally, experiments also demonstrate the system invariance 
to rotation, translation, scale, reflection and to a small degree of 
distortion. 
 

Keywords— Image mining, feature selection, shape recognition, 
peak measures. 

I. INTRODUCTION 

T becomes extremely easy to obtain and store large 
quantities of data.  However, research progress in image 

mining still has a big room for improvement, particularly in 
multimedia images. One of the greatest challenges is devising 
an effective automatic recognition and categorization. In 
today’s industrial and ever more automated world, there is a 
strong need for robust and reliable areas, such as medical, 
manufacturing, autonomous navigation and multimedia 
applications.  

A robust automatic recognition without a priori information 
has been a primary concern to many researchers in image 
mining [1]. The core issue is tackling the problem without any 
human intervention in feeding information from the beginning 
to the end of the recognition process. In this research paper, an 
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automatic shape recognition is presented. Choosing the right 
features for object representation is another main issue in this 
area. Too much information can lead to a slow and inefficient 
system, whereas too little information can result in 
misclassification. Therefore, choosing the right features is one 
of the main problem, especially in developing a robust system. 
The selection process must be carefully decided, particularly 
as, once information for an object is discarded, it normally 
cannot be restored later. This is more challenging when the 
selected features need to be used for different tasks. Another 
issue in feature selection is to reduce computational cost. 
Using all available features to recognize objects can suffer 
from curse dimensionality. Feature selection and extraction is 
the pre-processing step of image mining. A lot of information 
can been reduce if only shape outlines of an object are 
considered.  The use of shape outline is not a new idea and it 
has shown a significant results for a recognition system [2] – 
[7].   Others have use shape, color and texture [8], [9]. 

The first part of this research is based on our early vision 
system. Early vision system plays an important part of our 
earlier stage of perception.  One of its function at this stage is 
the edge and bar detection. At this level it processes the visual 
information necessary for perception and then brings it to the 
higher order sensory in the brain. In relation to our early 
vision systems, shape outline was used as the features for this 
recognition system. 

The eigenvector based method are dimensionality reduction 
schemes and have been investigated for the image mining 
process in this research. It was used for reducing the amount 
of data that need to be process.  This will produce an effective 
and robust automatic recognition system. The mining problem 
that has been focused is the grouping of features for different 
shapes. Grouping objects according to their shapes can 
provide a meaningful categories. It provides a hierarchical 
model for recognition and classification of objects that are 
defined purely through their shapes. The approach assumes no 
priori information regarding the geometrical knowledge of the 
shape in term or scale, rotation, location or particular features. 

Through statistical analysis, these readings  together with  
peak measures a robust classification and recognition process 
is achieved. Tests showed that the suggested methods are able 
to automatically recognize objects through their shapes. 
Finally, experiments also demonstrate the system invariance to 
rotation, translation, scale, reflection and to a small degree of 
distortion. 

Mining Image Features in an Automatic Two-
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II. MOTIVATION, METHODS AND ASSUMPTIONS 

A. Vision System 
The first area of visual processing is the retina of the eye. 

Retina does not only collect light through the photoreceptors, 
but serves as a filter as well. Information from the retina is 
transmitted through the optic nerve to the lateral geniculate 
nucleus (LGN). This is where it processes the necessary 
information for perception. From LGN, neurons that carry the 
visual information will send it to the primary visual cortex. 
The primary visual cortex, contains neurons which respond to 
various features of the image. The neurons respond most 
strongly to edges of a particular orientation [10]. This edge-
detection process is through the connection from LGN to 
primary cortex.  

Our studies was inspired by the front end visual system. At 
this stage the basic visual information, that is the edges is 
available for perception. The visual information is then carry 
for further processing in our extra-striate visual cortex. 
Recognition and motion processing happen at this stage.  
Zenon Pylyshyn  [11], in his paper concluded that the output 
of early vision system consists of shape representations 
involving at least surface layouts, occluding edges, where 
these are parsed into objects and other details allow parts to be 
looked up in a shape–indexed memory in order to identify 
known objects.  

In the research conducted, the visual information at the 
front end visual system, that is the shape representation, 
namely the shape outline is used as an input to the vision 
system. Therefore, the visual information from the shape 
outline, together with the knowledge that we have for an 
object, this vision system is expected to recognize a given 
objects if it has seen it before otherwise it will start to learn 
new views of new objects.  

 

B. Shape Outlines 
Shape outline will be the main feature extracted from the 

image and it was based on the human vision system. An edge 
following technique was used for acquiring shape outline 
readings and storing them in a list format. This technique is 
used assuming that there is no background information on the 
image. This is a new method for an outline detection based on 
edge following technique. The reason why a new method was 
developed, instead of using an existing method, was that, the 
outline reading used in the prototype system needs to be in an 
ordered or sequential list format. Another reason was the need 
for an automatic boundary detection method. This cannot be 
obtained from the Snakes [12] active  model, even though it 
has been used in a number of vision application systems. In 
snakes, the initial point needs to be chosen by external force. 

 Brownian String [13] seems to be an automatic boundary 
detection method, but its use is limited to a number of 
applications and its output is not an order, sequential list of 

points taken at regular intervals.  
The first stage is data acquisition where two-dimensional 

images that is a raster format were used. Initially the starting 
point of an object in the image need to be identified. Once the 
initial position was found, the edge was followed around the 
object until the initial point was reached. This initial point of 
the outline is determined by firing a number of simulated 
range finders sensors from random positions at the border of 
the display window pointing to its centre until a point on the 
outline is encountered. This can be seen in Fig. 1. As soon as 
an object is encountered by at least two nearby simulated 
sensors the pixel co-ordinates (x,y) will be returned. Only one 
point of these co-ordinates will be used as the initial point. 

 

 
 

FIGURE 1 
INITIAL POINT OF THE SHAPE OUTLINE 

 
In the next stage, three virtual sensors were configured. The 

reason why three sensors were used is because the average of 
these three sensors can be used to eliminate noise problem and 
can produced better results. These three sensors are 
configured to be at least two pixels apart. These three sensors 
follow the object's outline, recording a list of (x,y) positions. 
The first thing that these three sensors will do is to rotate until 
the next reading is obtained. All three sensors must hit the 
shape for a valid readings.  

Rotation angles for all three sensors are recorded. The 
rotation angleθ  can be computed as: 

∫=
3

0
3

1
iθθ  

)/(tan 1
iii xy ∆∆= −θ  

(1) 
where 

10 yyyi −=∆  

10 xxxi −=∆  

(2) 

(x0,y0) is the initial point and i is the range of 1…3  and θ  is 
the average of the three angles.  

The above procedure is repeated until the initial point, that 
is (x0,y0) is reached, where this process will be automatically 
stopped. The ordered list of all the angle rotation values (the 
average), that is, the n measurements, θ  , is constructed as: 
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],...,,[ 21 nθθθθ =  

(3) 

θd  the difference from one angle to the next one.  The list 
of the differential angles θd   is the pre-processing stage of 
the image mining process. These data will go through a 
process of dimensionality reduction and normalization before 
being used for training and testing in the recognition stage. 

 

C. Normalization and Dimensionality Reduction 
Outline readings went through a process of transformation 

which involved normalization and dimensionality reduction. 
This transformation used eigenvector based methods, which 
can reduce the computational burden of pattern recognition 
algorithms and the image mining process. To increase the 
statistical significance of the used samples, random noise were 
added to each outline reading creating new equivalent views 
of the same object.  

The list of θd  described earlier is computed during the 
feature extraction process, is further filtered by calculating the 
average of every three readings. Each current value is 
substituted with the average reading. The reason for this, is 
that in the taking of outline readings, readings are sometimes 
affected by noise, and reduces the error created by noise. The 
new list of  θd  is computed as: 

3/
1

1
⎟
⎠

⎞
⎜
⎝

⎛
= ∑

+

−

i

i
ii dd θθ  

(4) 

where I = 2,3,..n-1.  Therefore, a new set of θd  is obtained. 
Let the list of θd   be transformed into list of vectors V, 
where V = {v1,v2,…,vn}. A vector vi is defined as: 
 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
=

i

i

i

i
i dm

dm
y
x

v
θ
θ

sin
cos

 

(5) 

The new co-ordinates after the transformation can be 
constructed as follows: 

VEC T=  

(6) 

Where, }),...,{( 21 ncccCC =  is the new set of co-

ordinates after the transformation, }),...,{( 21 nvvvVV = is 
the set of vectors computed from rotation angles and 

}),...,,{( 21 neeeEE =  is the set of eigenvectors. The 

eigenvector  ie  is computed as: 

( )

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
+

=

max

0

θ
θ

d
dk

ixk
e i

y

x

i  

(7) 

where 0x  is 0 and maxθd  is the largest absolute value in the 

list. xk  and yk are arbitrary constant factors in the x  and 

y axis. These constants are determined experimentally and 
play a very important role in determining the new co-
ordinates. The value chosen for yk was 50 and the value 

chosen for xk was 120. 

Normalization is carried out on C , where three of the 
values are added up and the average obtained. The new set of 
readings after normalization is Z , that is  

},...,,{ 21 nzzzZ =  and represent the new set of vectors.  
These new set of data is the data that produced in the mining 
process. The data will then go through the next stage that is 
the shape categorization process. Data that has been mined 
can be visualize using a graphical format. An example of the 
graphical representation of a rectangular shape can be seen in 
Fig. 2. Peaks in the graph correspond to changes in shape, 
such as sharp corners.  

 

 
FIGURE 2 

A RECTANGLE INITIAL AND ITS GRAPHICAL DATA REPRESENTATION OF THE 
SHAPE  

 

D. Pattern Recognition 
Pattern matching during the classification stage represented 

another major task in this research.  Since there is no priori 
information of every new images, any new data will have to 
be trained and saved in the database. This is done by using the 
unsupervised classification. The first set of data will go 
through the statistical process, trained and saved in a database. 
The following sets of data will undergo the same process and 
saved in the database. The research concentrates on shapes  
recognition and different shapes have its own representation.  
Similar shapes will be put in a same category and grouped 
properly. This is similar on how human brain works where 
there is a shape-indexed memory [10]. 

Data obtained from the earlier stage, were subject to 
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statistical analysis, through the use of the z-scores method for 
the classification of each point in the list. Matching was 
accomplished together with the peaks and distance measures 
for more accurate results. 

Assuming that the list of points of each signature is 
normally distributed [14]:  

2

2
1

2
1)(

⎟
⎠
⎞

⎜
⎝
⎛ −

−
= σ

µ

πσ

y

eyf  

(8) 

where y  can assume all values from ∞−  to ∞+ and the 
parameter µ  and σ represent respectively the mean and the 
standard deviation of the distribution. Since it is a continuous 
probability density function, the probability that a point y lies 

between two specified values a and b of a point in the 
database is given by an integration: 

( ) dyebya
yb

a

2

2
1

2
1Pr

⎟
⎠
⎞

⎜
⎝
⎛ −

−

∫=≤≤ σ
µ

πσ
 

(9) 

The above equation can be simplified {14] by carrying out 
the transformation: 

σ
µ−

= i
i

yz  

(10) 

where z is the z -scores of observation iy  and is the answer 
to `how many standard deviations away from the mean the 
observation is'. The greater the number of standard deviations 
away from the mean the observation is, the less likely it will 
have occurred by random chance.  

The most suitable value for z was determined based on the 
results of the experiments. The value of z was between -1.96  
and 1.96, that is 5 per cent of the distribution (2.5 percent on 
each side). If z lies outside this range, then the point is 
rejected and it does not belong to the list stored in the 
database. 

At least 120 comparisons with the stored lists were made 
for each of the test signatures. This is repeated for other lists 
stored in the database. The results may be that all points 
belong to a list stored in the database, or not. If the results 
showed that 85 percent belong to the list (also called the 
confidence interval), that is, at least 100 points are correctly 
matched with values stored in the database, or it can be said 
that 15 percent are errors and do not belong or misclassified 
then we conclude that the test object is the same to the stored 
object. If the correspondence is less than 85 percent, then the 
object does not belong to a particular set of lists. 

If the results are higher than 85 percent, further tests will be 
carried out to determine if the object is a complex object or a 
simple shaped object with straight lines. If the latter is the 
case, then the number of peaks will be taken into 

consideration. The number of peaks can roughly determine the 
type of shape. As an example, a square or rectangle will have 
four peaks and for a circle, almost all of them are peaks. 
Complex objects can have any number of peaks. Straight lines 
will results in the value of y  becoming zero. The distance 
between peaks also provide the internal relationship of  a 
particular shape. 

 

III. EXPERIMENTAL RESULTS 
Experiments were conducted to test the shape outline 

reading on a set of objects.  Raster images were used, with the 
size of between 300 X 300 pixels and 400 X 400 pixels.  
Shapes varies from simple to complex objects.  Fig. 3 and Fig. 
4 shows some examples of the used objects. Each shapes were 
recreated to 100 images by adding noise before the training 
process began. This is to allow for a more flexible and robust 
shape recognition system. 

 

 
FIGURE 3 

EXAMPLE OF SIMPLE SHAPES USED IN THE TRAINING PROCESS 
 

 
FIGURE 4 

EXAMPLE OF COMPLEX SHAPES USED IN THE TRAINING PROCESS 
 

Fig. 5-8 show the graphical representation of different 
shapes. It can be seen that the number of peaks showed the 
sharp corners of each shapes.  Straight lines will produce zero 
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readings. 
 

 
FIGURE 5 

GRAPHICAL REPRESENTATION OF THE SHAPE TRIANGLE 
 

 
FIGURE 6 

GRAPHICAL REPRESENTATION OF THE SHAPE MOON 
 

 
FIGURE 7 

GRAPHICAL REPRESENTATION OF THE SHAPE CIRCLE 
 

 
FIGURE 8 

GRAPHICAL REPRESENTATION OF THE SHAPE STAR 
 
First set of experiments were to test the extraction of the 

shape outline from an object. Further experiments were 
conducted to investigate that the system is invariant to 
rotation, translation, size and reflection and to a certain degree 
of distortion. Fig. 9 and Fig. 10 show the results of object 
being rotated and object with different sizes respectively. 

 

 
FIGURE 9 

TEST RESULTS ON SHAPE ROTATED BY 30 DEGREES 
 

 
 
 
Results obtained from the test for 15 objects rotated at 30 

degrees, shows that the method used is invariant to rotation. 
This can be seen in Fig. 9. The accuracy level for all objects 
are above 95%. 

Translation of objects is similar to rotation, this is because 
since the difference in angles were used, and there is no 
problem in identifying a translated object. Results of 15 
different shapes that went through that were translated in x, y 
and xy direction is shown in Table 1. 

 
TABLE 

Results On Shapes Translated in xy direction 

 
Experiments conducted for testing the invariance in sizes, 

shows that, the results for accuracy for 15 objects were above 
95%. This can be seen in Fig. 10. 

Mirror effect or reflection is another important aspect of 
object recognition. Readings from the shape outline is stored 
in a list. Mirror effect can be obtained easily by using the 
reverse list. Each view of an object were tested through using 
the following list:  

],...,,[ 1119120 yyyviewi =  

(11) 

An object will be not be classified as the same object when 
it is reflected, however with the use of the reverse list, an 
object is easily classified. Results obtained for an object, that 
is the non-reversed list will create a totally new object.  
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FIGURE 10 

TEST RESULTS ON SHAPES INCREASED BY 10 PERCENT AND DECREASED BY 
20 PERCENT 

 
Experiments were carried out on a small degree of 

distortion and  translation. Objects were translated into x, y 
and xy direction for testing the accuracy level of translated 
objects. The accuracy level are all above 95% for the 15 
objects.  Objects were distorted by applying the distortion 
facility provided by Corel Draw, using the displacement map.  
This was done by altering 20% horizontally and vertically on 
the displacement map. Results for these tests were above the 
accuracy level.  Further tests were conducted by further 
distorting all of the objects. Results shows that, accuracy level 
were achieved  for a maximum of 30% of distortion.  When 
the distortion on the displacement map were increased above 
30%, the method failed to classify these objects.  

Further experiments were conducted on new objects.  This 
is to further test the systems on the shape categorization. 
Different shapes will be classified differently. Example of five 
test shapes that were used can be seen in Fig. 11. Results of 
these five test shapes is shown in Table 2. If the new object 
does not belong to any existing group of shapes, new group 
will be automatically created. This new shape will be stored in 
a new category. Results showed that recognition that based on 
only matching points were not accurate. Peaks and the 
distance from peaks are essential to identify whether a shape 
can be decided to be categorized as a same group or not. 

 
TABLE 2 

RESULTS OF THE NEW SHAPES TOWARDS THE TRAINED SHAPES 

 
 

  

 
FIGURE 11 

EXAMPLE OF FIVE TESTS OBJECTS 
 
 

Simple objects normally have more straight lines compared 
to complex objects. When there are straight lines or curves, 
then the system can easily identify two different objects. 
Straight lines will have zero angle difference and therefore it 
is much easier to identify objects with the same shape.  

Matching and recognition process will be tougher when 
there are too many straight lines or curves in an object. The 
system will try to classify them as the same object even when 
it is dealing with two different objects such as a rectangle and 
square. Using the data  from the earlier stage will classify 
them as the same object. However, grouping the data obtained 
with the number of peaks and the distance from one peak to 
another can solve the recognition problem. Distance between 
peaks will show how closely  one sharp corner from one to 
another.  As an example the distance of a peak from a 
rectangle will be different from  a square. Therefore these two 
objects will be classified differently however they will be put 
in the same category, since both will have four peaks. The 
rectangle in Fig. 2 compared to the rectangle (shape 5 in Fig. 
11) will not be classified as the same object since the number 
of peaks match is only 50%. However, they will be put under 
the same category, because of the number of peaks that they 
have. 

Every time a new object was introduced, the system will 
automatically calculate the shape outline, the number of peaks 
and the distance measure. In most cases, the system managed 
to identify the object, if the object is closely matched with 
existing objects. 

 
V. CONCLUSIONS 

 
Methods used in this system has shown the capability of an 

automatic recognition and categorization of shapes.  Images 
were put through the pre-processing process of image mining 
and data produced were grouped together through their 
shapes. Results can be visualized in graphical format and 
different shapes can be seen clearly from this graphical 
representation. Results which were stored in list went through 
a statistical method, using z - scores, peak measure and were 
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used to classify and recognize simple and complex objects. 
Experiments showed that the system is invariant to rotation, 
translation, size, mirror effect and to a certain degree of 
distortion. 

Peaks measure are essential for recognizing objects of 
different shapes, as the shape outline itself is insufficient. A 
larger number of peaks or higher readings occur where there 
is a significant change in shape, such as a sharp corner or a 
curve. Different shapes will be grouped accordingly. The 
system is capable of grouping new objects, that are objects 
that do not belong to any existing category by putting it into a 
new category. This is achieved without any human 
interference.  

The research were carried out to test the capability of 
producing an automatic shape recognition system by mining 
relevant image features. From the experiments and the results 
it showed that the method is capable of producing a generic 
automatic shape recognition system that is invariant to 
rotation, translation, size and to a certain degree of distortion.   

The method can be extended to three-dimensional objects, 
which is currently under investigation. Color, depth and 
texture can be grouped together to form a set of new features. 
Selecting and grouping these data can be another part of the 
data mining process.  The current method will be tested with a 
much larger scale of images. The current system is limited in 
classifying and recognizing objects with a greater distortion.  
This will be look into in the next coming project. 

In comparison with other methods such as neural networks, 
the next stage of the research could carry out a real 
comparison with the same data for both methods. Another 
possibility is the combination of both methods, and this would 
be a very useful area of investigation. 
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