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Abstract—In recent years a number of applications with multi-
robot systems (MRS) is growing in various areas. But their design
is in practice often difficult and algorithms are proposed for the
theoretical background and do not consider errors and noise in real
conditions, so they are not usable in real environment. These errors
are visible also in task of target localization enough, when robots
try to find and estimate the position of the target by the sensors.
Localization of target is possible also with one robot but as it was
examined target finding and localization with group of mobile robots
can estimate the target position more accurately and faster. The
accuracy of target position estimation is made by cooperation of
MRS and particle filtering. Advantage of usage the MRS with particle
filtering was tested on task of fixed target localization by group of
mobile robots.

Keywords—Multi-robot system, particle filter, position estimation,
target localization.

I. INTRODUCTION

TARGET searching and localization task is used in daily
life, day by day. However, when there is a task to find a

dangerous object as a mine or source of radiation is, searching
is dangerous for people because of their threat to health or life.
It is similarly also in the tasks where the searched target is
in dangerous terrain, for example when it is necessary to find
victims in the ruins of buildings after the devastating disaster.
In such cases for finding and localizing the target, robots are
used. Nowadays, the trend shifts from one robot searching to
a multi-robot searching that can time of localization, which is
often crucial in many cases, significantly reduced. With MRS it
is also possible to ensure continued searching and localization
in case of damage some of the robots. Another big advantage
of using a group of robots in such tasks is the fact that the
cooperation with the target localiziton is not only faster but
also more accurate. This is not only because of a common
position calculation from partial results, but also because of
the fact that sensor noise is filtered with particle filters.

The aim of this article is to highlight the advantages of
using a group of robots for target localization and examined
the localization accuracy for different number of robots in
the multi-robot system. Results of cooperation in MRS are
in section IV compared with results from the localization by
MRS using particle filters, and the results attained by one
robot. There can be found also a comparison of the cooperation
in MRSs of different size with different number of particles
in the particle filter, and then the conclusions are drawn.

The theoretical findings were verified on algorithm of
static target localization by mobile robots with considering
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real errors arising from the measurement properties of the
environment. Therefore, for more accurate estimation of target
position, particle filters were used. A noise occurs on sensors
that localize target and it has normalized normal probability
distribution. In this case, the robots know exactly their position
and they move toward the jointly estimated position of target.

II. PARTICLE FILTERING IN ROBOTICS

Particle filters are the type of probabilistic suboptimal non-
parametric filters. The main idea is the implementation of
sequential Monte Carlo estimation, that is built on the particle
representation of the probability density. Particle filters were
introduced in 1969 [1]. At this time, however, the idea of
particle filters has been overlooked and ignored. The main
contribution to the development of particle filter was the
creation on resampling step [2] because particles before after
a certain number of iterations starts to degenerate. The general
principle of particle filters can be found in [3], [4].

One of the great advantages of their widespread use is
the ability to filter any error probability distribution and they
are not limit only to normal Gaussian probability distribution
errors, as is the case for example Kalman filter. Their other
advantage is their flexibility to almost any characteristics of
sensors or distribution of noise, power calculation is mainly
concentrated in the neighbourhood of high probability, com-
putational complexity can be easily changed with the number
of particles and the implementation of the algorithm is quite
simple [5]. Despite of all the benefits, it is important to note
that the computational complexity of particle filter is often
higher that in other conventional types of filters. However,
currently particle filters can be used in robots, they can
be implemented on microcontrollers, or for acceleration of
the calculation can be used FPGA circuit [6]. The field of
application in robotics is called probabilistic robotics.

In respect of that the area of the multi-robot systems is
in the field of observation, and most of the tests carried out
at the level of simulations and experiments in testbed, the
use of particle filters is more particularly in the field of a
one robot usage, the use of group of robots is still used
rarely [7], [8]. In the field of robotics, particle filters are
used in research tasks, terrain mapping, localization [9], [10],
simultaneous localization and mapping [11], tracking static or
moving targets [12] etc.

The task, which is mentioned in this article, may be the part
of more complex tasks such as target finding in the exploration
of terrain, or in the terrain mapping problem.
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III. THEORETICAL PRINCIPLES OF PROPOSED ALGORITHM
FOR TARGET LOCALIZATION

The proposed algorithm of target localization can be divided
into two main parts: localization by MRS and filtering the
noise of measurement with particle filter.

A. MRS algorithm for target localization task
Before the algorithm is written, the principles of task will

be explained. Consider that the MRS searches and localizes
target in open terrain. The robots are mobile and the target is
static. The aim of robots is to estimate the position of target
jointly and move toward the estimated position of target.

Suppose that robots in target localization task know exactly
their position. Then the target position has to be determined
by measuring of sensor technology. Define the vector of robots
positions R = {Rj, j = 1, ..., n} where n is the number of
robots. Each robot estimates the position of target:

x
(Rj)
k = (r

(Rj)
k α

(Rj)
k ), (1)

which is determined by the distance between target and
j − th robot r

(Rj)
k and the angle between target and robot

α
(Rj)
k (Fig. 1). k is corresponding to the continuous time

tk and sampling interval Tk−1
Δ
= tk − tk−1. This estimated

position is dependent on the accuracy of measurement, here
the measurement error is entering.

The jointly estimated position of target

Test
k = (x

(T est)
k y

(T est)
k ), (2)

and then the position of j − th robot

(Rj)k = (x
(Rj)
k y

(Rj)
k ) (3)

are expressed by two coordinates in Cartesian coordinate
system. Robots are mobile, so their position is changed after
each time step:

(Rj)k =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x
(Rj)
k−1 + cos(α

(Rj)
k−1 ).

.

√(
x
(T est)
k−1 − x

(Rj)
k−1

)2

+
(
y
(T est)
k−1 − y

(Rj)
k−1

)2

;

y
(Rj)
k−1 + sin(α

(Rj)
k−1 ).

.

√(
x
(T est)
k−1 − x

(Rj)
k−1

)2

+
(
y
(T est)
k−1 − y

(Rj)
k−1

)2

,

(4)

and new position of robot depends on the previous position
and on the jointly estimated position.

Algorithm 1 Target localization - part for each j − th robot
of MRS

1: k ← 1;
2: set your new position according to (4);
3: make new measurement of target position (7);
4: (use SIR particle filtering;)
5: send x

(Rj)
k to central point;

6: k ← k + 1;
7: go to step 2;

x

y

Fig. 1. Target localization by Multi-robot system - principles

Robots independently localize position of the target using its
sensors (algorithm 1). Their estimations are evaluated centrally
in that way that the estimation of each robot has the same
weight as the total weight of the robot.

Test
k = f(x

(Rj)
k ,pR

k ), (5)

where pR
k is the weights of all robots in system.

p
(Rj)
k = f(|x

(Rj)
k−1 −Test

k−1|, r
(Rj)
k ), (6)

This means that the weight, which robot contributes into the
common estimation of target position Test depends inversely
on its estimated distance to the target r

(Rj)
k in the current

step and the distance between its own estimation and joint
estimation |T

(Rj)
k−1 −Test

k−1|.

Algorithm 2 Target localization by Multi-robot system with
use of particle filtering- central point

1: k ← 1;
2: compute the weights pR

k ;
3: make n-angle with the estimated position as vertices;
4: compute the centre Test

k of this n-angle according to
weights;

5: k = k + 1;
6: go to step 2;

Note that measurements from sensors are driven into mea-
surement vector:

z(Rj) = (z(r(Rj))k z(α(Rj))k), (7)

It is obvious that if the particle filtering is not used:

x
(Rj)
k = z

(Rj)
k (8)

B. Particle filtering in target localization task
Sensors that scan for target have the sensor noise with

a normalized normal probability distribution N(0,1) and for
its filtration the particle filtering algorithm Filter Sampling /
Importance Resampling (SIR) is used [13], for the resampling
is used Systematic Resampling Algorithm [14]. Note that in
this work is not so essential type of used particle filter, more
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important is to point out of its features when working with
MRS. Therefore it was selected one of the basic algorithms for
particle filters, which was used in all measurements described
in the section IV.

Fig. 2. Systematic Resampling Algorithm; from [14]

Target state xk in time index k is set according to the
following discrete-time stochastic model:

xk = fk(xk−1,vk), (9)

where fk is known function of the state xk−1 and vk is
process noise sequence. The measurements have relationship
with the state of the target through measure equation:

zk = hk(xk,wk), (10)

where hk is known function and wk is the process noise
sequence. Noise sequence vk and wk are considered as white
noise with known probability density function (pdf) and they
are independent.

The filtrated estimation xk based on the sequence of all
the available measurements Zk= {zi, i = 1, ..., k} up to time
k is searched. From the Bayesian perspective, problem is to
quantify recursively some degree of belief in state xk in time
k, with using different values, taking data Zk up to the time
k. So it is necessary to construct the posterior pdf p(xk|Zk).
Then in principle, pdf p(xk|Zk) can be reached recursively in
two steps: prediction and update [15].

That involves update of pdf prediction through the Bayesian
rule:

p(xk|Zk) = p(xk|zk,Zk−1)

=
p(zk|xk,Zk−1)p(xk|Zk−1)

p(zk|Zk−1)

=
p(zk|xk)p(xk|Zk−1)

p(zk|Zk−1)
(11)

SIR algorithm is derived from the basic SIS algorithm
in that way that the density function p(xk|x

i
k−1, z1:k) is

independent of the measurement vector zk . Advantage of this
filter is that the significant weights are easily assessed and
therefore essential density can be easily sampled.

The measurement zk is used when weight of each particle
is set:

ωi
k ∝ p(zk|x

i
k) (12)

where index i expresses i− th particle in particle filter.
As it is obvious from the disadvantage of particle filters,

the particles start to degenerate after time. There is need to
resampling. In this case the Systematic resampling is used
[14], also known as universal sampling. It is also very often
used algorithm, when one random number from the circle is
renerated and the others are with the distance of 1/N (Fig. 2).

1) Robot failure when calculating the position of target:
Robot failure in target localization can arise not only from a
technical defect of robot, but also from the failure of its particle
filter. Those types of failures can be suppressed with joint
weighting of partial results. Consider that the most sensors
errors increases with distance of measurement. Therefore,
robots with estimated longer distance will have less weight
in joint calculation.

2) Possible extensions of target localization task: The task
which is described here can be extended to the field of
terrain exploration, where one or more targets are searching in
unknown terrain. The exploration can be carried out according
to the algorithm specified in [16]. Another extension of the
task may be change from known position of the robot to
the known position only within their own measurements, and
hence the odometry measurement error will be filtered by
another particle filter. In this case, it would be preferable to
have an improved model of particle filter, known as the Rao-
Blackwell filter.

IV. EXPERIMENTS AND RESULTS

For experiments the Mobile robot programmable toolkit
(MRPT) was used [17].

(a) (b)

Fig. 3. Simulation of target localization by 10 robots; (a) without filtering,
(b) with use of particle filtering

In evaluation the real position of target was used:

Treal = (x(T real) y(T
real)). (13)

Because the target is static, there is no need to write Treal

with time index k.
Error in graph was set as:

err = |Treal −Test
k |

=

√(
x(T real) − x

(T est)
k

)2

+
(
y(T

real) − y
(T est)
k

)2

; (14)

As can be seen from the graphs (a) in Fig. 4, 5 and 6,
estimation of the distance slowly converges to the true target
position. This process contains many peaks. This is due to the
fact that robots are influenced by measurement noise, however,
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Fig. 4. Error in target position estimation; 10 robots; (a) without filters, (b)
with PFs, 5000 particles each, (c) with PFs, 2000 particles each, (d) with PFs,
500 particles each
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Fig. 5. Error in target position estimation; 4 robots; (a) without filters, (b)
with PFs, 5000 particles each, (c) with PFs, 2000 particles each, (d) with PFs,
500 particles each

after a time steps as the robot is closer to the target the
measurement error decreases. This means that although the
measurement error was not filtered by particle filter, the erros
is suppressed by joint estimation.

As was written, the other inaccuracies can be removed by
the filter and the graph line will be smoother. This can be seen
in other graphs of Fig. 4, 5 and 6. While using particle filter,
a number of particles were changed equally for each robot.
The fact that a small number of particles can give bad results
is clear from graphs (d) in Figures 4, 5. In these cases, after
a certain number of steps in the calculation, the result began
to degrade and system started to estimate wrong position. It
is good to note that this problem of graph line rising was
not present with using MRS without particle filters. With this
degradation also weighting of robots has problem. This can
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Fig. 6. Error in target position estimation; 1 robot; (a) without filters, (b)
with PF, 5000 particles, (c) with PF, 2000 particles, (d) with PF, 500 particles

be partially solved with re-weighting of robots.
Other graph lines which need to note are the progresses of

one robot estimation (Fig. 6). Compared with the estimation of
MRS, it is clear that the accuracy of the estimate is made faster
by group of robots. In progresses tested on one robot is also
other importance. Other remarkable fact is, that the graph lines
increase and decrease in time. Each of these increases was due
to resampling the particles. It is one of the shortcomings of
particle filter, but without resampling the result would have not
been useful at all. Note, that the resampling was made also in
the case of a large number of robots but using a sufficient
number of particles the resampling error is suppressed by
cooperation in joint position estimation.
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Fig. 7. Error in target position estimation by 10 robots with use of particle
filtering

Comparison of system behavior by changing the number of
particles in used particle filter is shown in Fig. 7. It is clear
that when the number of particles drop down after some level,
the result begins to degrade. In other cases, the measurement
error decreases.

World Academy of Science, Engineering and Technology
International Journal of Computer and Information Engineering

 Vol:7, No:6, 2013 

725International Scholarly and Scientific Research & Innovation 7(6) 2013 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 C
om

pu
te

r 
an

d 
In

fo
rm

at
io

n 
E

ng
in

ee
ri

ng
 V

ol
:7

, N
o:

6,
 2

01
3 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/6

34
4.

pd
f



V. CONCLUSION AND FUTURE WORK

The use of multiple robots in target localization task brings
not only necessary redundancy in case of failure of some
robots, but also shortens the calculation time and increases
accuracy. As was verified by experiments, it is possible to
achieve accuracy without the use of filtering, because some
filtration is created through cooperation in joint estimation
of target position. To speed up the convergence and smooth
the error progress the particle filter was used in this case. It
was verified that the correct functioning of the filter is when
the filter consists of appropriate number of particles and the
combination of MRS and particle filter is suitable for target
localization task.

In the future, an algorithm will be improved to use only
cooperation of robots in order to smooth the error progress
without using of particle filter.
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