
 

 

  
Abstract—Cluster analysis is the name given to a diverse 

collection of techniques that can be used to classify objects (e.g. 
individuals, quadrats, species etc). While Kohonen’s Self-Organizing 
Feature Map (SOFM) or Self-Organizing Map (SOM) networks have 
been successfully applied as a classification tool to various problem 
domains, including speech recognition, image data compression, 
image or character recognition, robot control and medical diagnosis, 
its potential as a robust substitute for clustering analysis remains 
relatively unresearched. SOM networks combine competitive 
learning with dimensionality reduction by smoothing the clusters 
with respect to an a priori grid and provide a powerful tool for data 
visualization. In this paper, SOM is used for creating a toroidal 
mapping of two-dimensional lattice to perform cluster analysis on 
results of a chemical analysis of wines produced in the same region 
in Italy but derived from three different cultivators, referred to as the 
“wine recognition data” located in the University of California-Irvine 
database. The results are encouraging and it is believed that SOM 
would make an appealing and powerful decision-support system tool 
for clustering tasks and for data visualization. 
 

Keywords—Artificial Neural Networks, Cluster Analysis, 
Kohonen Maps, Wine Recognition.  

I. INTRODUCTION 
RTIFICIAL Neural Networks (ANNs) have been found to 
be powerful and versatile computational tools for 

organizing and correlating information in ways that have 
proved useful for solving certain types of problems too 
complex, too poorly understood, or too resource-intensive to 
tackle using more-traditional computational methods [1]. In 
recent years, Artificial Neural Networks (ANNs) are 
increasingly being used to solve pavement engineering 
problems which deal with highly non-linear functional 
approximations [2]. The main advantages of ANN are 
nonlinearity, low influence of noise and ability to generalize 
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solved problems [3] and they appear to be complementary to 
classical statistical approaches, such as principal component 
analysis, cluster analysis, linear discriminant analysis, etc. [3]. 
ANN can be used as an unsupervised technique to detect the 
latent structure of data, but likewise as a supervised technique 
to classify samples. In this sense, they have been used to 
classify vinegars [4]–[6], wines [8]–[10] and wine distillates 
[11].  

Kohonen Self-Organizing Feature Maps (SOFMs) or Self-
Organizing Maps (SOMs) are the special type of neural 
networks [12], which provides projection of multidimensional 
data into one-, two- or in special cases into three-dimensional 
space. It was designed specially for clustering, visualization 
and abstraction [13]. The fundamental of the SOM is the soft 
competition between the nodes in the output layer; not only 
one node (the winner) but also its neighbors are updated. The 
Kohonen network can learn to recognize clusters of data and 
relate similar classes to one another. SOM has only two 
layers: the input layer and the output layer. The input layer is 
one-dimensional, while the output layer consists of radial 
units typically organised in two dimensions (see Fig. 1 [13]).  

 

SOM adapt to the training data in a way such that a high-
dimensional-input space is reflected to a 2-dimensional grid 
on the generated Kohonen-map [14]. By preserving the 
neighborhood on the topology of the map, structures of the 
input space can be discovered by exploring the feature map. If 
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Fig. 1 Schematic of Kohonen’s self-organizing map [13] 
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the property of topology preservation holds, then similar input 
data should correspond to data on the Kohonen lattice with the 
same close relationship.  

As cluster analysis groups similar objects into adjunct 
subsets called clusters [15], cluster in the ℜn should therefore 
also appear in the lattice of lower dimensionality. At this 
point, the SOFM arranges clusters into different regions of the 
lattice. As the distances among the data points are evenly 
distributed, no clustering would be detected without previous 
knowledge of the original membership [16]. 

Cluster analysis is an exploratory data analysis tool for 
solving classification problems. The domination of statistical 
clustering methods in the field of complex data analysis has 
been very stable over the past. Many clustering algorithms 
have been developed in this domain, as described in man 
books and articles such as Hartigan [17], Späth [18], 
Andernberg [19], and McLachlan and Basford [20]. Two of 
the most commonly used clustering algorithms are the 
hierarchical clustering and the k-means method. The Kohonen 
map is, at heart, k-means clustering with the additional 
constraint that cluster centers be located on a regular grid (or 
some other topographic structure) and furthermore their 
location on the grid be monotonically related to pairwise 
proximity [21]. 

The SOM training process starts with a random set of radial 
centers in the output layer and during training they are 
adjusted to cluster the training data. The algorithm is based on 
adjusting the winning neuron (neuron with the output nearest 
to the input) to be more like the input case. The topological 
ordering property is achieved by adjusting weights of 
neighbourhood neurons to bring their output closer to the 
winning neuron’s output and decreases with the topological 
distance. Usually the distance at which the changes take place 
decreases during the training process. Similarly, the learning 
rate is higher at the start and decreases during adaptation. 
When the network is trained, it can be used for visualization 
and for classification. The most similar samples are in the 
same cell or in neighbourhood cells. The weights show the 
reason for clustering and similarity of objects [3]. 

While Kohonen’s SOM networks have been successfully 
applied as a classification tool to various problem domains, 
including speech recognition [22], image data compression 
[23], image or character recognition [24]-[25], robot control 
[26]-[27] and medical diagnosis [28], its potential as a robust 
substitute for clustering analysis remains relatively 
unresearched [29]. 

Cluster analysis is a technique for grouping subjects into 
clusters of similar elements. In cluster analysis, similar 
elements are identified by their attributes. Groups, or clusters 
are formed, that are homogeneous and different from other 
groups. The object of cluster analysis is to sort cases (people, 
things, events, etc) into groups, or clusters, so that the degree 
of association is strong between members of the same cluster 
and weak between members of different clusters.  Each cluster 
thus describes, in terms of the data collected, the class to 
which its members belong; and this description may be 

abstracted through use from the particular to the general class 
or type. 

SOM networks combine competitive learning with 
dimensionality reduction by smoothing the clusters with 
respect to an a priori grid and provide a powerful tool for data 
visualization [29]. In this paper, SOM is used to perform 
cluster analysis on results of a chemical analysis of wines 
produced in the same region in Italy but derived from three 
different cultivators, referred to as the “wine recognition data” 
[30]. 

II. THEORY 
The SOM defines a mapping from the input data space 

spanned by x1…xn onto a one- or two-dimensional array of 
nodes. The mapping is performed in a way that the topological 
relationships in the n-dimensional input space are maintained 
when mapped to the SOM. In addition, the local density of 
data is also reflected by the map: areas of the input data space 
which are represented by more data are mapped to a larger 
area of the SOM [13]. 

Each node of the map is defined by a vector wij whose 
elements are adjusted during the training. The basic training 
algorithm is quite simple:  

• select an object from the training set  
• find the node which is closest to the selected data 

(i.e. the distance between wij and the training data is a 
minimum)  

• adjust the weight vectors of the closest node and the 
nodes around it in a way that the wij move towards 
the training data  

• repeat from step 1 for a fixed number of repetitions 
 
The amount of adjustment in step 3 as well as the range of 

the neighborhood decreases during the training. This ensures 
that there are coarse adjustments in the first phase of the 
training, while fine tuning occurs during the end of the 
training [13].  

The node with the minimum distance is the winner and 
adjusts its weights to be closer to the value of the input 
pattern. For the sake of illustration, Fig. 2 displays a 4 x 4 
Kohonen layer and shows how the neighboring nodes are 
defined with a radial distance r = 1. In this study, Euclidean 
distance which is the most common way of measuring 
distance between vectors, is used. 

Researchers have proposed a Gaussian type of 
neighborhood adaptation function, which decreases both in 
the spatial domain and the time domain [31]-[33]. Lo and 
Bavarian [33] have shown that an algorithm that uses the 
Gaussian type function will enforce ordering in the 
neighborhood set for every training iteration, yielding faster 
convergence. Lo and Bavarian [33] modified Kohonen’s 
adaptation rule to include the amplitude of neighborhood 
adaptation Ai(t) as follows: 
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Mitra and Pal [34] proposed a Gaussian type neighborhood 

adaptation function h(t,r) which decreases both in spatial and 

time domains: 
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  (2) 
 
where r is the radial distance from the winner node i. Nodes 

within a radius R are considered for adaptation at time t. 
Parameter α determines the initial value of |h|. The parameter 
f(0 < f < 1/r) determines the rate of decrease of |h| in the 
spatial domain. In the time domain, t controls the value of |h| 
whereas the parameter cdenom determines the rate of its decay 
[29]. 

In general, the farther a node is from the winner, the lower 
is the amplitude Ai and hence the lower is the update rate of 
the node’s weight vector [29]. The network undergoes a self-
organization process through a number of training cycles, 
starting with randomly chosen wi’s. The state of the network is 
denoted by the mean-squared-distance, msd, between the input 
vectors and the weight vectors of the nodes in the set Ni: 
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where trainset is the training set number and Nr is the 

number of the set of nodes that are distance r away from the 
winner node. Note that the nodes closer to the winner node 
contribute more to msd. 

In a self-organized map, a few nodes may end up 
representing too much of the input data due to the effect of the 
initial random weight values assigned to them. In order to 
avoid this, DeSieno [35] proposed a “conscience” mechanism 

the purpose of which is to give each node in the Kohonen 
layer an opportunity to represent approximately equal 
information about the input data. The conscience mechanism 
adjusts the Euclidean distance between a node’s weight vector 
and the input vector ||xv − wi|| by a bias Bi. Bi is proportional 
to the difference between the node’s winning frequency and 
the average winning frequency: 
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  (4) 
 
where Fi is the winning frequency of node i and is updated 

at every iteration of the training process. Initially, Fi is 
assigned the average value 1/N; thus Bi = 0. The γ coefficient 
starts at a large value and decreases over time. The winning 
frequencies are updated as (where β is a small positive 
fraction): 
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When the number of clusters desired is different from the 

number of nodes on the SOM output map, additional steps are 
required to analyze and group the points on the output map 
into the desired number of clusters [29]. Merkl and Rauber 
[36] proposed the Growing-Hierarchical Self-Organizing Map 
(GH–SOM), a neural network model based on Kohonen SOM 
network. GH–SOM can grow both in map size and into a 
three-dimensional tree structure to reflect any hierarchical 
structure hidden in the underlying data set. The input data are 
shown in increasingly 6ner levels of detail along the hierarchy 
defined by the tree structure. The advantage of their approach 
is the ability of the output to represent hierarchical structure, if 
exists, in the data set. However, the added growing capability 
of the network also increased the computational complexity of 
the algorithm hence is not as efficient as the original SOM 
network. 

Kiang [29] extended the model by adding a separate 
clustering process that takes the output generated by the SOM 
network to arrive at the desired number of clusters. Moreover, 
although the tree structure map allows user to visualize if any 
hierarchical structure exists in the data set, it does not show 
the relationships among the border nodes that reside in 
neighboring groups [29]. Vesanto and Alhoniemi [37] also 
proposed a way to cluster output from SOM. The process 
starts with a visual inspection of the output map. Then, both 
agglomerative and partitive clustering algorithms were applied 
[29]. The focus of Vesanto and Alhoniemi’s research is on 
comparing the computational efficiencies of different 
approaches whereas ours is to introduce the extended SOM 
network as an alternative clustering tool and compare the 
performance with those of other popular statistical clustering 
techniques [29]. 

 To automate the segmentation process to complement the 

8 
Neighboring 
Nodes (r = 1)

Winner node

Fig. 2 A 4 × 4 Kohonen layer and definition of neighboring nodes 
(after [29]) 
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usage of the Kohonen SOM networks, Murtagh [38] proposed 
an agglomerative contiguity-constrained clustering method. 
The method groups the output from SOM based on a minimal 
distance criterion to merge the neighboring nodes together. 
The rationale is that the SOM networks will maintain the 
original topological relations; therefore the nodes that are 
closely located on the representational grid should have 
similar cluster centers [29]. 

Kiang [29] proposed and implemented a contiguity-
constrained grouping algorithm based on a minimal variance 
criterion that is a better received approach known in 
traditional statistical clustering methods. In his method, Kiang 
[29] starts with each node in the map representing one group, 
and calculates the centroid of each group. Then he tries to 
merge two neighboring groups so the result of the merge will 
maintain the global minimal variance for that number of 
clusters. The merge process is repeated until a user speci6ed 
number of clusters has been derived or when only one cluster 
remains. The detailed process is described as follows [29]: 

 
STEP 1: For each nodei, calculate the centroid (Ci) of nodei 

 as: 

 ∑
∈

=
inodexi

i x
node

C r1
  (6) 

 
where |nodei| is the number of input vectors associated with 

 the node. 
 
STEP 2: Assign a group number (Gk) to each nodei if 

 |nodei| > 0, and update the corresponding centroid value Gk. 
 
STEP 3: Calculate the overall variance of the map: 
 
(a) Sum the square distance between input vector x and the 

 group centroid Ck for all x in Gk. Calculate for every group 
 k 

 

kkk GxCxV ∈−= ∑ ,2
  (7) 

 
(b) Total the variances from all groups. This will give the 

 global variance of the map: 
 

∑= kTotal VV   (8) 

 
STEP 4: For each pair of neighboring groups, calculate the 

 total variance of the map if the two groups were merged. 
 Merge the two groups that result in the minimum global 
 variance. 

 
(a) Calculate the new centroid for Gpq if Gp and Gq were 

 merged: 
 

( )
qp

qqpp
pq GG

GGGG
G

+

+
=

vv

  (9) 

 
(b) Calculate the new variance if Gp and Gq were merged 

 (modified from Murtagh [38]): 
 

qpnewpq GxorGxxallforCxV ∈∈−= ∑ ,   (10) 

 
(c) Calculate the new global variance for merging Gp and 

 Gq: 
 

qppqTotalpqTotal VVVVV −−+=   (11) 

 
(d) Calculate the VpqTotal for every pair of p and q on the 

 map. For each iteration, groups p and q must be within a 
 fixed radial distance on the grid. Start with radial distance = 
 1, hence for each node there are eight neighboring nodes 
 within that distance (see Fig. 2). Increase the radial distance 
 by one each time if there is no neighboring group within 
 current radial distance for all groups k. Finally, merge the 
 two groups that result in global minimal variance. 

 
(e) Update VTotal and the group number and group centroid 

 of the two newly merged groups. 
 
STEP 5: Repeat STEP 4 until only one cluster or the pre-

 specified number of clusters has been reached. 

III. PROBLEM 
The problem in this study is to train a Kohonen map to 

classify and identify chemical analysis data. A Kohonen SOM 
was employed which seeks to transform an incoming signal 
pattern of arbitrary dimension into one- or two-dimensional 
discrete map, and performs this transformation adaptively in a 
topological ordered fashion. The architecture generally 
consists of a two-dimensional array of linear units (neurons), 
where each neuron receives the same set of input (sensory) 
signals (Xk ∈ ℜn).  

The data for this project are the results of a chemical 
analysis of wines grown in the same region in Italy but 
derived from three different cultivars (3 classes). Kohonen 
SOM was used to study the latent structure of the data and 
classify samples according to the geographical origin of the 
wines.  

The analysis determined the quantities of 13 constituents 
(ℜ13) found in each of the three types of wines. These features 
are:  

1) Alcohol 
2) Malic acid 
3) Ash 
4) Alkalinity of ash 
5) Magnesium 
6) Total phenols 
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7) Flavanoids 
8) Nonflavanoid phenols 
9) Proanthocyanins 
10) Color intensity 
11) Hue 
12) OD280/OD315 of diluted wines, and  
13) Proline.  
 
The wine recognition data is located in the UC-Irvine 

database in /pub/machine-learning-databasees/wine. It is 
recognized that there are only 178 data vectors which is too 
small to produce a highly reliable result. All attributes are 
continuous and have no missing value. It is also suggested that 
the attributes be standardized for classifiers that are not scale 
invariant. All 13 attributes were normalized to have a standard 
deviation of 1.0. Figs. 3 and 4 display the 178 data vectors and 
their values in 13-dimensional space before and after 
normalization, respectively. 

 

 

IV. METHODOLOGY 
The Visual Basic (VB6.0) programming language was used 

in solving this problem. A two-dimensional square lattice 

(array) of dimension 5x5 was used for this case. The wine data 
suggests that the means and variances of the attributes 
(features) are wildly different. This will cause the distance 
measures computed between such vectors to overemphasize 
the features with large means and/or variances. Also, no 
specific information about the relative importance of various 
features is known. Therefore, it was decided to give equal 
emphasis to all the features and as a result, each feature was 
reduced to zero mean and unity variance (i.e. column-wise). 

Each unit (neuron) in the Kohonen map (array) is 
characterized by an n-dimensional weight vector. In this case, 
n = 13. The j-th unit weight vector Wj is sometimes viewed as 
a position vector that defines a “virtual position” for unit j in 
ℜn. Thus, changes in Wj can be interpreted as “movements” of 
unit j. 

The first step in forming a Kohonen map involves the 
initialization of the weight vectors of all units to random 
values. The only restriction here is that the Wj (t = 0) be 
different for j = 1, 2, …N, where N is the number of neurons 
in the lattice. Here, N = 5x5 = 25. It is desirable to keep the 
initial weights distributed inside a small interval. For this 
problem, the weights were initialized randomly in the range (-
0.1, +0.1). 

Once the codebook (weight) vectors are initialized, a 
sample Xi from the input distribution is drawn. In this case, 
instead of selecting the input data vectors randomly, the same 
order of presentation, as present in the data file was used at 
every epoch. 

The best-matching (winning) neuron j* for the input data 
vector Xi is determined by using the minimum-distance 
Euclidean criterion: 

 
NjWXj ji

j
,...,2,1||,||minarg* =−=

 (12) 
 
Thus, the winner node is the node with the weight vector 

closest (in a Euclidean distance sense) to the input vector. The 
synaptic weight vectors of all neurons were adjusted using the 
following update formula: 

 
[ ]
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where 
)(* t

j
Λ

 is the neighborhood function around the 
winning neuron j* at time t.  

Self-organization learning consists of adaptively modifying 
the synaptic weights of a network of locally interacting units 
in response to input excitations and in accordance with a 
learning rule until a final useful configuration develops. The 
local interaction of units implies that the changes in the 
behavior of a unit only (directly) affect the behavior of its 
immediate neighborhood. Careful consideration has to be 
given to the neighborhood function for topological ordering of 
the weight vectors Wj to take place. A square neighborhood 
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function was used for this small map size (5x5). With a square 
neighborhood function, a neighborhood “radius” of one 
includes the winning neuron plus the eight neighbors. A 
neighborhood radius of zero includes just the winning neuron. 

Also, a toroidal mapping of the two-dimensional array was 
produced by making the vertical edges coincide and the 
horizontal edges touch one other. This defines the topological 
adjacency of neurons in a better manner and also eliminates 
the “edge effects”. Thus, a corner-most neuron will have the 
same number of weight updates as that of any other neuron in 
the network at a given time. 

V. RESULTS 
The neighborhood function usually begins such that it 

includes all neurons in the network and then gradually shrinks 
with time. For this problem, with 5x5 Kohonen map, an initial 
neighborhood radius of 2 was used which was then decreased 
in steps. The rate at which it should be decreased could be 
obtained by studying the Sum of the Squared Error (SSE) over 
an epoch. After a few simulation runs, it was decided to 
reduce the neighborhood radius in the following way: reduce 
the NBRHD_RADIUS (r) from 2 to 1 after 50 epochs and 
reduce the NBRHD_RADIUS from 1 to 0 after 100 epochs. 

It is normally suggested that the learning-rate parameter 
η(t) used to update the synaptic weight vector Wj(t) should be 
time-varying. However, for sake of simplicity, the learning-
rate parameter η was set to a constant value of 0.01. This 
value provided a good learning curve which was neither too 
steep nor oscillatory. 

The above procedure starting from sampling to updating of 
weights is repeated until convergence is achieved. In this case, 
convergence was defined as reaching approximate stability of 
the Sum of the Squared Error (SSE) over successive passes 
(epochs) through the data set: 

 

[ ] ∑
=

−=
178

1

2

*

i
jiEPOCH WXSSE   (14) 

 
where Xi is one of the 13-dimensional input vectors and Wj* 

is the weight vector of the winning node j* for Xi. By trial and 
error, it was found that the SSE reached an approximate 
stability around 250 epochs. Therefore, the number of epochs 
used to reach convergence is 250. Fig. 5 displays the 
monotonically decreasing trend of the SSE with respect to the 
number of epochs, which is a prominent feature of the 
Kohonen map algorithm. The points at which the curve shifts 
(i.e. at 50 epochs and 100 epochs) are the points at which the 
neighborhood radius was decreased. 

After the training converged, the probability, P(Cj | Nodek) 
at each node was calculated using the desired class 
information provided in the input data file. The term, P(Cj | 
Nodek) means that given a node k, what is the probability that 
it “represents” class Cj. In this case, there are 3 distinct 
classes. Therefore, P(C1 | Nodek) + P(C2 | Nodek) + P(C3 | 
Nodek) should equal 1 assuming that Nodek is used at all. The 

final results are shown in the form of a color-coded bar graph 
in Fig. 6. Fig. 7 displays the final K-map diagram labeled with 

the probability of the various classes that map to the 
individual nodes. The summary of main parameters used in 
solving the problem is stated in Table 1. It can be seen from 
Fig. 5 that the classes 1 and 2 are predominantly represented 
by the edge rows and edge columns whereas class 3 is 
represented by the interior nodes. 
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Fig. 6 Color-coded bar chart depicting the final K-map after 

calibration (5 x 5 map) 
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Fig. 7 Final K-map diagram labeled with the probability values 
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To investigate further, a 6 x 6 Kohonen network was used 

to study the wine recognition (chemical analysis) data. In Fig. 
8, the monotonically decreasing trend of the SSE with respect 
to the number of epochs is displayed for the 6 x 6 network. 
Fig. 9 displays the color-coded bar chart depicting the final K-
map after calibration for the 6 x 6 network. The summary of 
main parameters used in the 6 x 6 network is displayed in 
Table 2. 
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TABLE I 
SUMMARY OF MAIN PARAMETERS  (5 X 5 MAP) 

Parameter Property 

Kohonen map 
(toroid) 

Dimension: 5x5 

Xi (reduced input 
data vector) 

Dimension: 13 

Wj (t = 0) [initial 
weight  vector] 

Random values in the 
Interval: (-0.1,+0.1) 

Neighborhood 
Function 

Square (Radius: 2, 1, 
0) 

η (learning-rate 
paramater) 
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TABLE II 
SUMMARY OF MAIN PARAMETERS (6 X 6 MAP) 

Parameter Property 

Kohonen map 
(toroid) 

Dimension: 5x5 

Xi (reduced input 
data vector) 

Dimension: 13 

Wj (t = 0) [initial 
weight  vector] 

Random values in the 
Interval: (-0.1,+0.1) 

Neighborhood 
Function 

Square (Radius: 2, 1, 
0) 

η (learning-rate 
paramater) 

0.01 
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