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Face Localization and Recognition in Varied
Expressions and Il lumination
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Abstract—In this paper, we propose a robust scheme to work face
alignment and recognition under various influences. For face
representation, illumination influence and variable expressions are the
important factors, especially the accuracy of facial localization and
face recognition. In order to solve those of factors, we propose arobust
approach to overcome these problems. This approach consists of two
phases. One phase is preprocessed for face images by means of the
proposed illumination normalization method. The location of facial
features can fit more efficient and fast based on the proposed image
blending. On the other hand, based on template matching, we further
improve the active shape models (called as IASM) to locate the face
shape more precise which can gain the recognized rate in the next
phase. The other phase is to process feature extraction by using
principal component analysis and face recognition by using support
vector machine classifiers. The results show that this proposed method
can obtain good facial localization and face recognition with varied
illumination and local distortion.

Keywords—Gabor filter, improved active shape model (IASM),
principal component analysis (PCA), face alignment, face recognition,
support vector machine (SVM)

|. INTRODUCTION

OR the advance of technology development, human beings

have inherent unique biological characteristics, such as
fingerprint, face, or iris, which can gradually replace the card or
key to control any items. This biologic information can easy to
capture by means of lens device. However, the lighter factor
extremely affected the information precision. In face
recognition, illumination variation is usualy existent in the
captured face image. It is well known that the variations of
illumination may change face appearance dramatically so that
the variations between theimages of the same face. Hence, there
are many studies have been worked this effect on face
recognition recently [1, 2, 3]. If these factors are considers, the
face recognition rate van be improved and be more robust.

Owing the illumination factor, in this paper, we propose an
approach to against light influence in face recognition based on
template matching method of facial features for location
precision. In face recognition, we combine the support vector
machine to classify and simultaneously keep the good
recognition rate.

The rest of the paper is organized as follows. Section 2
presents the proposed method. Experimental results and
performance evaluation are presented in Sections 3. Findly,
Section 4 concludes this paper.
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I1.PROPOSED SCHEME

Facial localization of landmark feature points often suffers
fromavariety of illumination and occlusion influences, in order
to reduce these factors, atechnology combining Gabor filter and
hierarchical image blending is proposed in this paper. After
performing this technology, we can obtain an image of
illumination normalization and then be advantage of the
localization and recognition of face. Figure 1 showsthe diagram
of system flowchart. I n face recognition procedure, it consists of
principal component analysis (PCA) for feature extraction and
support vector machine (SVM) for the classification. Thus this
approach can effectively achieve the location of feature points
and recognition on the frontal face, so that illumination
influence or local distortion will be reduced.
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Fig. 1 System flowchart

A. Processing of [llumination Normalization

The problem of illumination variation is usually existent and
an important factor in the study of face recognition. Recently,
the diversification of light conditions under the theme of face
recognition [2] indicated, feature extraction is imperfect in the
case of light exposure or low light whether the Gaussian filter or
histogram equalization method were used. Hence, in this paper,
we will propose an effective method to solve this factor to
improve the recognition rate and localization accuracy of face
image.

The advantage of wavelet transform is to overcome the
limitations of traditional Fourier transform, so that it can work
in time domain and frequency domain to analyze the data
Gabor filters, which are generated form a wavelet expansion of
the Gabor kernels [4], exhibit desirable attributes of spatial
locality and frequency domains optimally. In this paper, we use
the Gabor wavelet filter to modulate the orientations and
frequencies in order to reduce the light influence. The Gabor
wavelet filter is defined as
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where u and v denote the orientation and scale of the Gabor
kernels, including (frequency) and o

(bandwidth) parameters. The wave vector is defined as
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kmax with 40 filters, 24 filters, and 12 filters used by. In this paper,
= f_

) T .
Kuv = kv c€*, wherek, L and @, g Knax 15 we select the last four orientatiops= (4, 5, 6, 7) and three

the maximum frequency, arfdis the spacing factor betweenScalesv=(0,1,2 to retain the important information and

_s perform our experiments.
kernels in frequency domain. The terki=22(27") is

. TABLE |
represent?d eaCh scale Value IS Gabor WaveletfchramsThe FEATURE DIMENSION AND EXTRACTION TIME WITH THE DIFFERENTGABOR
(JLJ KERNELSSET. DIM. DENOTESFEATURE DIMENSION WHICH ISEQUAL TO
term —e' °’ is represented the deduction illumination noise. IMAGE SIZE X THE NUMBER OF FILTERS
Assuming that the image is filtering by Gabor filtgithin kernels 5x8 filters 3x Bfilters 3x dfilters
different scales and phase angles, the convolopenation will v 0,1,2,3, 0,1,z 0,1,z
be performed and its formula is expressed as H 0,1,2,3,456,7 01,23,45,6,7 4,5,6,7
Dim. 12,288,000 7,372,800 3,686,400
— Time (s 3.88( 1.81¢ 0.90¢
G, (x )= f(x, )04, (x,y) @ s

) ] S In addition, the average feature image obtainedvhsually
where f (x, y) represents the inputimage as shown in Fig. 2(@beds to complex computation, hence, we proposgema
¢W(x, y) represents 2-D Gabor filter. blending technology to overcome this problem and

Generally, considering the frontal face image pssiw .simultan.eously this' technoI(_ng_ can retain much edge
using Gabor filter, the orientation)divided into eight different Information to against illumination factor. Aboumage
phase angles, and the scalpdlassified five different scales to b'e”d'”g technolqu, we ta!<e the real-'part respomis¢he
obtain forty kernels in Gabor filter. Using thesety kernels to Gabor filter and h|erarch|ca[ Image bIeno!lng toa\f_m the lost
filter the frontal face image, we can get fortyttea images and €d9€ features. Generally, image blending [6] isdute the
then compute the average feature image [5] by EdF{gure 2 source image and dgstlnatlon image to s_ynthe3|zm_1age.
presents an example image and the correspondinggeve According to Eq. (4), it makes the pixels to int#ralending to

feature image. get the virtual imagel(,).
i lyy =@A=-M)I +M x1,
148
O(X’y):_ZZGS,S(X’y)’ 0<M <1, ()
N s=0 =0 3
whereN denotes the total number of kernels. where IS and It represent pixel value on source image and

destination image, respectively. Parameiér denotes the rate
of interaction process.

After adequately adjusting the ratio of interpaati
parameteM for the source image and destination image, we can
obtain the blended image. Thus an illumination ralization
image can be achieved. Figure 3 shows a hieraaictiiagram
of image blending; the determination of parameléris
depended on the user. In this study, it is set 0.5.

Output
image

Ilumination
normalization

image

Level 12 — m e e e e () —— -

(b)
Fig. 2 (a) An example image, (b) the average featage

Level 11
Original image
Level 10 - 1
- RR_0_4m/8
For frequency field, the characteristics of higbgnency
information represent the contour and texture festwof an
image.
However, these properties are important informainoface

RR_0_57/8
Level 8

RR_0_67/8
Level 7

RR_0_7n/8
Level 6

RR_1_4n/8

recognition. Hence, in this paper, we utilize loGalbor filterto ~ **** o
extract face features, it not only reduces the agatjpnal time 4 /)\(i[ e
in storage for the amount of data but also deceedbe Leveld e i .
extracting time of features. L <o T i

RR 2 4n/8

Owing to Gabor filter has the characteristic of lang wtear -
symmetry, in order to avoid the redundancy openaind retain oo,
the characteristic of high-frequency informatioerdy we chose . RBRRE REGGE - .

. . Fig. 3 Schema of hierarchical image blending prec€ke real
the orlentatIOI_’l in the range [9.0’ 180] and t_hrealm‘ns'cf’alles to response image, scale and orientation of each iiitermed as
cover more high fr_equency signal. Assuming an m_alglmage RR_scale_orientation
is of size46x 56pixels, Table | shows the comparison results

RR 2 51/8
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B. Face Alignment

Active shape models (ASM) [3] is a model-based uieat
matching method to constrain the shape of an objent image.
The ASM is primary based on the shape of objectsa@sing
samples, and then uses this information to fincbtkst match of
the mean shape model to the data in a new imagéoaotatain
the transformation matrix about deformation process

In this paper, we use the template with 68 landsaskthe
align feature points, assuming a given training ganset

Q :{ X X, D]}]xN} whereN is the number of training samples,

X, is the shape vector witfx , y;) coordinate, the coordinates

of all feature points are concatenated i@to68-dimensional
vector represented Xs

X = (%, %, Mg, Y1,Y 50 MY es)
where(x, y,) are the coordinates of thiégh landmark.

Then, we gather together feature points of alhtrgj images
indicated as the vector, next the coordinates abimge of
points are adjusted to the centroid of feature fgoiAnd the
training sets are aligned to the specified refezeimage
selected from the training sample, thus it can nthkescale
regularization. After alignment processing, the npipal
component analysis can be used to deal with tigaedi shape
vectors. The mean shape is expressed

©®)

1 n
E,Z X, (6)
and the covariance matr&is defined as
S=ni_lz(xi->z)(xi->zy @

i=1
The eigenvalues and the corresponding eigenveofottse

!/]S) and( By ps) ’
satisfying the

covariance matri denote as(/1i e

respectively The first t

t

2/1 > 0'2/1 are selected, wher€ is a selected feature
i=1 i=1
ratio within the total number of features. Herdasiset 0.95 to
0.98. The recording first eigenvectors can be formed as

matrix g= (ply [SJURTE pt)
obtained as the following formula.

X =X +¢b, 8)

whereb is the eigenvector corresponding to the formatittie
shape parameter set, it is expressed as

b=¢ (X -X).

The allowance of the similar shape is in the rargje

—3\/A_i<Q<

eigenvalues

(9)

A, i<t.
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%orrespondlng
Finally, the shape vector can be
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Fig. 4 Face alignment using two-dimensional profile

After processing training model, the mean shape thed
transformation matrix can be obtained and furthgpliad to
search the facial features. The mean shape wittjected on
the target area by using a two-dimensional strecfuofile to
accurately locate to feature points; Figure 4 shoavs
two-dimensional profile diagram for the location fefature
points. Figure 5 shows an example of two-dimengipnafile
for convergence processing of face aligning.

(b) (c) (d)
Fig.5 Example of 2D profile for convergence pracesface aligning.
The number of iterations is 0, 3, 8, 24, respebtive

After adjusting all feature points, in order to inef the
location of feature points, we use an adaptivenaffransform
(AT) of global shape model to update position accuraicy
feature points. The adaptive affine transform iBngel as Eq.
(10). By this way, let the initial position of nesg¢arch be close
to the positioned place. At the same time, it candify the
shape parametérwhich could be the shape model more fitting
the updated feature points. By iterations of teve procedure
until model convergence, then we can get the ctamgiwith the
shape which fits to the current target.

For the adaptive affine transform procedure, treesualue
(s, ) and rotation angle @ ) are firstty computing

to the reference image . and test
ge
|mageylma by using affine transform, respectively. Then the

scale factor and rotation angle by using the EQ) ¢an be
obtained. Thex, and y, denote the gravity difference between

Ximage and Yimage’ respectively.

)

XX |, s(s.cos@+6.) sls sin@+46.)|| x
Y+ Y, -si§ sin(@+6,) sk cosf+6. )|y

(10)
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For the current feature poilfk, y), the 8+ 6, is the angle of ~ B.Results of Illumination Normalization

rotation ands[$,is the scale factor, the displacement unit is Figure 6 shows some of results after normalizingriination.
From Fig. 6, it is clear that illumination factaréliminated and

(x +x)and(y, +y,) . Next, in order to calculate feature pointsgjm ianeously the edge features are enhanced. Wotaese
of image, we utilize the 4-level multi-resolutioryrpmid characteristics are to provide the benefit infoiomatin the
strategy to search the number of rectangular Sitteessampling following processes of location and recognition @ad yield
points, and simultaneously to update the shapergieab until  the good achievement.

the shape fits the model as a new point. Until @& feature
points in 1/2 image are found or equal to the number of
iterations of the maximum. In our experiments, tlvenber of
iterations of the termination condition is set 24.

C.Evaluating Performance for Localization

In order to evaluate the difference of facial featpoints
location between ASM and IASM, we adopt the average
. localization error [E) to measure, and it is defined as
C.Face Recognition

Based on radial basis function (RBF) kernel furrctfor E_iii‘p —p
SVM, it is only necessary two parameters (costtionoc) and m g
test kernel functionGamma)) to adjust the model calibration.

Because the input vector value is stayed in ther€l@), 1], the where P ; denotes thith manually-labeled feature point in the
system can greatly reduce the complexity computatial has a ' ,
high predictive ability. However, in order to avaigproper ith test image fromm samples.R’; denotes the correspond

selection of parameters which may be easy to calee fitting position by ASM searching. In addition, legson Eq.
over-fitting occurrence, here, we addffold cross-validation (11), the improved ratiol) is used to present the improved

(11

method [7] to evaluate the classification perforomnAll
samples are divided into training set and test set.

Ill.  RESULTS

In this section, we will demonstrate our proposeethnad
using two public JAFFE and Yale_B database to etalthe
performance for localization and recognition rate.

A.Data Setting

In our experiments, we adopt the Japanese Femalal Fa
Expression (JAFFE) Database [8] including rich esgions
and Yale B [1] including a variety of light conditis to
estimate the system performance. Table Il shows toited
number of samples on the database, the numbeclass, and
the number of samples in a single-class. The exmat
procedures are firstly splitting the samples i@ training and
test classes by 10-fold cross-validation method #rah to
evaluate the average recognition rate. The rulel@fold
cross-validation strategy is that all samples aviled into 10
parts in which the nine-tenths of samples as mgiset and the
rest part as an identification of test set, thierajperating ten
times, the average recognized results can be medéte.

TABLE Il
DATASET WITH TWO DATABASES
Dataset JAFFE Yale_B
Total samples 200 2280
Clas: 10 38
Sample No. of each class 20 60

normalized illumination (a)
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percentage of the proposed IASM algorithm compaiigidthat
of ASM method. It is expressed as

In Eq. (12), whe is positive, the proposed IASM method is
better than the ASM method.

:Mxloo%

ASM

| (12)

D.Localization Results

In this paper, we adopt two labeled modes for fage to
estimate the performance of feature points locatinoode 1
(Database_1) is selected manually feature poirdgipoed on
the two eyes like Fig. 7(a), mode 2 (Database_2jsexd the
Viola-Jones (V-J) detector [9] to detect and loctite face
region like Fig. 7(b).

Table Il shows the JAFFE and Yale_B databasedcation
results. The results show that our proposed IASNhow has
the significant improvement effect in JAFFE or Ydke
database. Figure 8 presents the located resuleioe of cases
of JAFFE database by using IASM.

An example with the low light image shows in Fig(&9, the
result after performing illumination normalizatids shown in
Fig. 9(b). Comparing the normal light image showikig.10, it
is clear that our proposed method can specifiqaisent the
face contour.

Generally, when one image affected by light sosweh as
Fig. 9(a), the ASM method cannot efficiently detdw face
position and thus doesn’t work in face alignmenbwldver,
based on our proposed method for illumination ndization
pre-processing and IASM, it can successfully deteetface
position and clearly locate the facial feature pgisuch as Fig.
11.

TABLE IlI
IMPROVED PERFORMANCEWITH DIFFERENTDATABASE
Mode ASM IASM |
JAFFE_: 3.7z 2.13 42.74%
JAFFE _: 11.68 5.33 54.14%
8 1SN1:0000000091950263
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Yale B 5.5¢ 4.07 26.79% TABLE IV
Yale B 2 30.44 10.98 63.92% RECOGNITIONEVALUATION . SYMBOL * INDICATES THAT THE DATABASE BE
— PROCESSEDBY ILLUMINATION NORMALIZATION
= . : -~ = . : -~ Database Samples  Accuracy EER MT (s)
5 . ; . JAFFE 20C 100.0% 0.071 0.371
Yale_B 2280 66.71% 0.398 6.254
*JAFFE 200 100.0% 0.071 0.385
*Yale_B 2280 83.3% 0.210 4.660

ROC curve-Sensitivity

@ O T
Fig. 7 Modes of location. (a) Mode 1: Locating be two eyes, (b)
mode 2: V-J face location

True Positive Rate

— [JAFFE]
[¥ALES] |
—— [MAFFE]

[*YALE,]

D. D‘1 D‘Q DIB 0‘4 D‘E D‘E DI7 DIB 09 1
False Positive Rate
Fig. 12 Recognition results using the ROC_| curve

Flg' 8 JAFFE face lo ROC curve-Equal Error Rate

False Positive Rate

— [JAFFE]

[YALES] [
[aFFE] ||
["YALE]

(a) b) (

Fig. 9 Example of Yale_B illumination normalizationage. (a) A Falss Rejection Rate
Example of the low light image, (b) illumination mealization result Fig. 13 Recognition results using the ROC_II curve

IV. CONCLUSIONS

In this paper presents a robust method for fagmadent and
recognition for illumination biases and multi-exgs®ns. The
system aims to align the face features more exactyto gain
the recognition rate. This approach can fast captilne
important high-frequency information by using lodahbor
filter and retain each of real-part response peafilessages by
using hierarchical image blending, thus face |laedion and
E. Recognition results recognition can be done after normalizing illumioat In the
For recognition process, we use the receiver opperat future, we will further improve the current methioddeal with a

characteristic (ROC) (or calleROC curve) [10] to analyze the Part of occluded face images as well as localizamgl
recognizing results. The ROC is a graphical ploseisitivity, ©€¢09nizing those of images.

or true positive rate vs false positive rate fobirmary
classifier system. Here, we denote ROC_I. In agidjtihe ROC
can also be represented by plotting false positate (FPR) This work was supported in part by the NationaleSce
vs false rejection rate (FRR). Here we denote ROGigure Council of Republic of China under Grant No.
12 shows the ROC_| results. From Fig. 12, the reitiopm NSC99-2221-E-150-064.

result of Yale_ B after processing illumination naidipation

can increase the sensitivity. ROC_II curve shows the equal REFERENCES
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