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An Automated Method to Segment and Classify
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far, mammography is widely recognized as the onigging

Abstract—Mammography is the most effective procedure for amnodality that is useful for the early detection tfe

early diagnosis of the breast cancer. Nowadayslpeare trying to
find a way or method to support as much as possiblehe

radiologists in diagnosis process. The most popuéaris now being
developed is using Computer-Aided Detection (CAQR¥tem to

process the digital mammograms and prompt the ciosigi region to
radiologist. In this paper, an automated CAD sysfemdetection
and classification of massive lesions in mammog@pmages is
presented. The system consists of three procest@pg: Regions-Of-
Interest detection, feature extraction and classifbn. Our CAD
system was evaluated on Mini-MIAS database comngjst822

digitalized mammograms. The CAD system’'s performsans

evaluated using Receiver Operating Characteri§R€C) and Free-
response ROC (FROC) curves. The archived resu#ts3a17 false
positives per image (FPpl) and sensitivity of 85%.

abnormalities indicating the presence of a breaster [3].
Early detection of breast cancer is usually redliZsy
mammographic screening programs. Screening progeams
based on a double visual inspection of the mamnpiiga
images, since double reading increases the didgraasturacy
[4]. Although mammography is seem high effectivbge t
diagnosis is mainly based on the radiologist's Bgpees and
some conditional factors such as stress, distmacfadigue or
low ability of eyes at that time.

Reports show that currently, the diagnosis can anhjeve
75% accuracy [5] and most radiologists encouragpdiés for
the final diagnosis. The causes of these false tivega
screening examinations are not clear. The clirs@alificance

Keywords—classification, computer-aided detection, featureof the early diagnosis and the difficulty of thegihostic task

extraction, mass detection.

I. INTRODUCTION

REAST cancer is considered as one of the most dange

diseases to woman [1]. It is causing death foteglairge
number of women among the age of 40 and above gesny
According to a study of International Agency forsearch on
Cancer (IARC), in 1998, breast cancer is the highate
disease in women worldwide, with the rate abou09Zover
100000 people) in European Union, and about 640ir(
100000 people) worldwide in 1998. Besides thatasreancer
is gradually becoming popular in the developingrddas. In
Viet Nam, there are about 20.3 people for every0D00
women having breast cancer in large cities in 1B98 For
that reason, breast cancer is taking more conaem fthe
radiologists as well as the researchers all oventbrld than
ever. As long as breast cancer is detected antkdrezarly,
women can recover health soon and reduce mortaliey By
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have generated a tremendous interest in develdpamgputer-
Aided Detection (CAD) schemes [6-8] for mammographi
interpretation. The computer scheme acts as afiseader”,
pointing out to the radiologist, abnormalities whiotherwise
might have been missed. The final diagnosis is niadéhe
radiologist [9].

Masses, as well as microcalcification clusters, aften
clear marks of a breast neoplasia. While microfiaftions
are small (their diameter are approximate 0.1 & mm) and
brilliant objects, masses are rather large (théameter are
approximate 1.0 cm) with various shapes and showvitip
faint contrast. Masses are classified by their ehapnd
margins as shown in Fig. 1.

Mass Shape’ Mass Margins’

Round Circumscribed

Oval Obscured

Lobulated Micro-lobulated

Irregular fi-defined

Architectural

Distortion Spiculated

Fig. 1.Classify a mass by its shape and margin

Due to irregular shapes and ill-defined marginsnaks, the
identification of massive lesions requires a detgicstrategy.
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In this paper, we present an automated CAD systedetect

and classify massive lesions in mammograms. Théeersys
consists of 3 processing levels: Regions-Of-Intedesection

or mass detection, feature extraction and classifin. These

levels are discussed in following sections.

Il. DATABASE

In this study, we use mammogram database Mini-MI&S
test the algorithm presented. The database MIAE&rdated
from the Mammographic
organization of United Kingdom
database includes 322 digital mammograms from Héiems.

Films taken from the United Kingdom National Breast

Screening Program have been digitized to 50 migrixel
edge, and presenting each pixel with an 8-bit wdtdery
image in database always has extra-information rourgl
truth from the radiologists about characteristicoatkground
tissue, type of abnormality present, severity afamality, the
coordinates of center and approximate radius (kelp) of a
circle enclosing the abnormality.

Mini-MIAS database [10] is a kind of reduced typé o

database MIAS, the original MIAS database (digdiz¢ 50
micron pixel edge) has been reduced to 200 micioel pdge
and clipped/padded so that every image has a $§i2@23 x
1024 pixels.

lll.  MASS DETECTION

An important step in CAD system is the mass detaciThe
goal of this step is to extract from the backgroond or more
regions of interest (ROIs) which are likely contanmass.
This is not a trivial task due to the ill-definedrters, which
make difficult their discrimination from the pardryena's
structures. The accuracy of this process will afétongly the
following classification step.

Fig. 2.Labels in mammograms

As shown in Fig. 2, image's label is usually existgo that,
in order to reduce the processing time for masgatien
process as well as to increase accuracy of theepsoprior to
mass detecting, the image's label must be remdvedn be
done as follows:

» Use a fixed global threshold to divide the imagéoin
separated regions.
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Image Analysis Society - an
research groups. sThi

« Label pixels in each region.

« Calculate the number of pixels in each region.

« Retain the biggest region, eliminate the others.

Usually, mass detection methods can be classiftedour
main categories: thresholding techniques, edgeebas
methods, region-based methods, and hybrid metHadthis
paper, we proposed an edge-based mass detectimnittaty
The proposed algorithm works as follows:
e Searching on whole the breast

mammogram a maximum gray leve) .

portion of the

¢ An iso-intensity contour, including the pixel of eth
maximum intensity, is draw at a threshold value
I, =1,, /2, thus delimiting a ROI with ared,;.

* A fixed threshold for
lc =31, /4.

* The thresholdl,

+ is increased by an amount which is one eightthef
previous one if the ROI aredy, is greater than a limit

area A andl, <lI..

+ is increased by an amount which is one fourtthef
previous one if the ROI aredy, is greater than a limit

areaA andl, =1..

comparison is defined as

* The iteration is stopped when the ROI awgais smaller
than the limit areaA or the difference between two
consecutive thresholds is less thign gray levels.

* The ROIs are stored for
classification.

feature extraction and

Fig. 3.Detected ROIs and confirmed mass on a mammogram

Examples of ROIs detected by the proposed masstitete
algorithm are given in Fig. 3. All of detected ROdse
represented by red curves. The green circle is cihde
enclosing the abnormality on the mammogram. It rigweh
based on the ground truth that is come along with t
mammogram. It is characterized by center coordinate
(X9 :Yiag ) aNd radiug(R ;).

Once a ROI is detected, it is labeled as true pesROI
(TP ROI) or false positive ROI (FP ROI). Draw a imial
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rectangle fully containing the ROI, with its sidase parallel
with respect to the ones of the image. AssumeL, (2L, ) be

the sizes of the rectangle anX (,,Y_,) be the coordinates of

the ROI.The following conditions are considered
|Xcad - xrad| < rr‘ax(R'ad 'Lx) (1)
|Yca _Yrad|<mx(Rrad'Ly) (2)

The ROl is labeled as TP ROI if (1) and (2) arehtsstisfied.
Otherwise, it is labeled as FP ROI.

— fZ_Hl
* omax{H, H,}

f, =[1-ep{-2(H,- 1)} [

where
P()=2p
Py(j):_zﬂj

The values of A and I, were chosen as the values that H;=-2 D.J--m{Px(i)-Py(j)}
1

maximized sensitivity of the mass detection aldwnit

(percentage of TP ROIs among actual masses). The be H2:—izj:Px(i).Py(j).ln{Px(i).Py(j)}

obtained values werg =192x192 pixels and |, =1gray

level. The corresponding sensitivity was 94.5% ahe
number of false positives per image (FPpl) was.11.3

IV. FEATURE EXTRACTION

Before going to the classification step, featuréseiected
ROIs should be extracted or calculated. This isabse the
features of masses generally present distinct featérom
those of normal breast tissues. The extracted rfemtare the
inputs to a classifier to determine how patholoigica ROl is.

Textural features have been successfully appliedetect
pathologies in medical images [11-12]. In this papee
focused on calculating textural features based may Gevel
Co-occurrence Matrix (GLCM]13]. The GLCM exploits the
higher-order distribution of gray values of pixelsat are
defined with a specific distance or neighborhoatédon.

In the simplest form, the GLCMp; is the distribution of

the number of occurrences of a pair of gray valiuasd j
separated by a distance vectr(d,,d, ). To achieve this

matrix, we consider the minimal rectangular fuligludes the
ROI, specific distanced =1 at quantized angle® =k 77/4

with k=0,1,2,3. Symmetry is achieved by averaging the

GLCM with its transpose, thus leading to invarianrelern
rotations, too. Textural features can be deriveaimfrthe
GLCM and used in texture classification in placeha single
GLCM elements. As the texture is gray tone independ
either the image must be normalized or one shohltbse
features that are invariant under monotonic grayelle
transformation. At this case, we choose, amonthellGLCM
features, the ones that are invariant under moiogray tone
transformation. As said above, there are four GLfoMeach

H, ==3R (1) In{ (1)
H, ==3R(i)In{R, (i)}

From three types of properties, average value, eraanyl
variance are computed for eaéh= k 7774, therefore there are

total 12 textural features.

V.CLASSIFICATION

The extracted features were inputs into a classifte
determine whether the ROIs should be concernedurber
of classifiers based on linear discriminant analydi4-15],
artificial neural networks [16-1&]nd rule-based methods [19-
20] have shown effectiveness in detection and diagnosti
systems. In this study, artificial neural netwaskeimployed as
the classifier. At this step, we used a superviseatlayer
feed-forward neural network trained with the gratlidescent
learning ruldor the ROI pattern classification

0E (1)
Aw (1) = ‘ﬂa—%’“o‘l‘v"u (t-2)
_1 2
E(1) —Ezu:(t“ —y“)
where the E(T) function measures the error of the network

outputs ¥ in reproducing the targets’ =1,0at iteration T,
and w; are the network weights. The termaw, (1-1),

known as momentum, represents a sort of inertiactwlis
added to quickly move along the direction of desimg
gradient, thus reducing the computational timeht golution.
Different values of the momentum parametewas tested and

calculated.
* Energy
f, :iij: P
* Entropy
f, = —iZj: p; .In( p”.)

» Information measures of correlation
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time was reached fowr =0.1+ 0.2. The learning rate was
n =0.01. A sigmoid transfer function is used

9(x) =
with gain factorp =1
The number of input neurons must be equal to tmeben
of features extracted of each ROl so the neuralvorét
consisted ofN, =12input neurons. The network classifies a

1+e P
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ROI into mass or healthy one hence there is only autput would indicate greater discrimination capacity. Whhe ROC

neuron. The neural output provides a continuos evalicurve displays the neural network performance a@ssifying

0< p<1 which is used as a threshold to discriminate betwe the ROl patterns, the free-response ROC (FROC) ecurv

mass regions and healthy ones. For each threslatie,vthe Provides the performance of the overall computetea

sensitivity and the specificity are computed. diagnosis system in detecting the masses, apdrtethe
The size of the hidden layeN, was tuned in the range Mass sensitivity against the FPpl.

[N, -1,2N, —1] to optimize the classification performance.

ROI's feature database was created. This database
divided into 2 parts. One part was for training ghand the
other was for testing phase.

VI. RESULTS

Fig. 4 depicts some results of label removal precés the
left are original images and on the right are labetoved
images. The results were good. Most of labels apgem
Mini-MIAS  digitalized mammograms were removed
accurately. Only a small part of labels overlapeel breast
portion of the mammogram could not be removed.at be
seen that not only the labels but also other atsfan the
mammogram were removed is also noted that too.

Fig. 5.ROI detection results

The ROC curve is shown in Fig. 6. The classifiaatio
performance is quantified by the are under the curve

(AUC). The obtained AUC valued, = 0.815lies in the range

0.7< AUC < 0.9therefore the classifier can be considered
. . . accurate enough [21].

As mentioned in section Ill, the values 8f and |, were FROC curve can be seen at Fig. 7, which represbats
determined in order to maximize the sensitivitythé mass mass sensitivity of the overall system againstrtheber of
detection algorithm. The best value was 94.5% Witpl of 51se positives per image (FPpl): 85% of mass tieitgiis

11.3. The mass detection result is given in Fig. 5. achieved with 3.47 FPpl (with the efficiency of Rlnting is
To evaluate the performance of a CAD system, a iRece g4 5o4).

Operating Characteristics (ROC) and Free-respon€,c R \ye also changed number of hidden nodes of the heura

(FROC) curves are used. A ROC curve is a plottifi'@e  network and tested the number of false positivesipage

positive as a function of false positive at differealues of \hijle the performance of overall CAD system wasedixat
the decision threshold on the neural network outbligher g5o, The result is given in table I.

ROC, approaching the perfection at the upper kfidhcorner,

Fig. 4. Original images (left). Label-removed imaggght).
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Fig. 7. FROC curve.
TABLE |
THE CAD SYSTEM PERFORMANCES
Nh 12 16 20 22 24
FPpl 10.72 3.54 3.54 35 3.47

VII. CONCLUSION

In this paper, an algorithm for automotive masdeson
detection has been proposed. This algorithm retiedan
edge-based threshold strategy for the mass segtioenta
12 selected ROIs features were exulatte
discriminate between two classes — mass regionsaatthy
ones. The discrimination performance of the alpomithas
been checked by means of a supervised neural HetWwhe

There total

performance of ROI classification. Classificaticerformance
of several classifiers will also be compared tadfiout the
optimum correct classification rate.
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results have been evaluated in terms of ROC and RO
curves. The area under the ROC cudg is comparable with [l
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In future, different textural feature sets andeliént feature
selection methods will be used also in order torowp the
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