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Abstract—The Chiu’s method which generates a Takagi-Sugeno 

Fuzzy Inference System (FIS) is a method of fuzzy rules extraction. 
The rules output is a linear function of inputs. In addition, these rules 
are not explicit for the expert. 

In this paper, we develop a method which generates Mamdani FIS, 
where the rules output is fuzzy. The method proceeds in two steps: 
first, it uses the subtractive clustering principle to estimate both the 
number of clusters and the initial locations of a cluster centers. Each 
obtained cluster corresponds to a Mamdani fuzzy rule. Then, it 
optimizes the fuzzy model parameters by applying a genetic 
algorithm. This method is illustrated on a traffic network 
management application. We suggest also a Mamdani fuzzy rules 
generation method, where the expert wants to classify the output 
variables in some fuzzy predefined classes. 

 
Keywords—Fuzzy entropy, fuzzy inference systems, genetic 

algorithms, network management, subtractive clustering 

I.  INTRODUCTION 
LUSTERING is a fundamental method in data mining 
and pattern recognition areas. Fuzzy clustering allows 

natural grouping of data in a large data set and provides a 
basis for constructing rule-based fuzzy model [2], [8], [16]. 
Chiu developed a fuzzy clustering approach [4], [5], called 
subtractive clustering, to extract the Takagi–Sugeno fuzzy 
rules from data, where the rule output is not fuzzy but a linear 
function of inputs. To optimize these rules, Chiu used the 
ANFIS (Adaptive Neuro-Fuzzy Inference System) approach 
[11], [12], [13]. ANFIS uses backpropagation learning to 
determine premise parameters and least mean square 
estimation to determine the consequent parameters (to learn 
the parameters related to membership functions). In this paper, 
we recall initially the subtractive clustering, then we propose a 
new approach. 
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 It is organised as follows: first, it uses the subtractive 
clustering and adapts it with a Mamdani Fuzzy Inference 
System (FIS) to generate fuzzy rules with a fuzzy output. 
Then, a genetic algorithm is proposed to outperform the FIS 
resulted. This approach is applied on the prediction of state 
and evolution of a local area traffic network, and results are 
compared with those obtained by the Chiu’s approach.  

Finally, we worked on the extracting Mamdani fuzzy rules 
problems, where the expert wants to classify the output 
variables in some fuzzy predefined classes. For this purpose, 
an extension of the previous method is proposed in section VI. 

II. SUBTRACTIVE CLUSTERING 
Among the fuzzy clustering algorithms existing in the 

literature we find for example, the fuzzy c-means, the 
mountain clustering, the subtractive clustering and the 
entropy-based fuzzy clustering [14], [17], [18]. In this paper 
we are interested in the subtractive clustering. The purpose of 
this algorithm is to estimate both the number and initial 
locations of cluster centers [4]. The choice of a cluster center 
is based on the density of the actual data points in its vicinity, 
estimated by a potential value introduced below. 

Let a training set of N data points Wi, I = (1,.., N)  in an D 
dimensional space. 
Wi = (xi ,yi), where xi represent the p input variables and  yi  the 
(D-p) outputs variable. The potential Pi of data point is 
defined by: 

                           ∑
=

−=
N

1j

-  e 
2

ji WW
iP α

                           (1) 

where α=4/r2, r is the radius defining a Wi neighbourhood, 
and ||.|| denotes the Euclidean distance.  

Thus, the measure of the potential for a data point is a 
function of its distances to all other data points. A data point 
with many neighboring data points will have a high potential 
value. 

The data point with the highest potential value is chosen as 
the first cluster center. Let W1* be the location of the first 
cluster center and P1* be its potential value. To generate the 
cluster centers, the potential is revised of each data points Wi 
by the formula:   

                )(exp 2
11 *- WW- β *  - P PP iii =              (2) 

β is a positive constant defining the neighbourhood which will 
have measurable reductions in potential. Thus, we subtract an 
amount of potential from each data point as a function of its 
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distance from the first cluster center. The data points near the 
first cluster center will have greatly reduced potential, and 
therefore will unlikely be selected as the next cluster center.  

When the potential of all data points has been revised 
according to Eq. (2), we select the data point with the highest 
remaining potential as the second cluster center. 

More generally, when the k’th cluster center has been 
identified, the potential of all data points is revised by the 
formula:  

                 )(exp 2*- WW- β *  - P PP kikii =               (3) 

where Wk*= (xk*, yk*) is the location of the k’th cluster 
center and Pk* is its potential value. The process of acquiring 
new cluster centers and revising potentials ends when the 
potential of all data points falls below some fraction of the 
potential of the first cluster center. 

As a result of subtractive clustering, we obtain q cluster 
centers Wi*= (xi*, yi*) and D corresponding spreads si, 
i=(1,..,D), then we determine their membership functions. The 
spread is calculated according to β  [4]. 

These clusters were exploited by Chiu in a Takagi-Sugeno 
Fuzzy Inference System (FIS) [3], where the rule output is a 
linear function of the inputs. 

However in this system the output variable centers is not 
exploited. 

In the following we shall restrict ourselves to the case of a 
fuzzy model with p input variables and a single output 
variable. The generalization of the result to multiple output 
variables raises no conceptual complications. 

III.   GENERATING MAMDANI FUZZY RULES 
In our method [6] we transform each cluster center       (xi*, 

yi*) and the corresponding spread si, obtained by the 
subtractive clustering, to a fuzzy rule of the form:    

If the input is close to xi* then the output is close to yi*. 
The linguistic values {close to xi*} and {close to yi*} 
represent the fuzzy subsets whose membership functions 
premises and consequent are the Gaussian obtained from the 
position of the cluster center (xi*, yi*) and the corresponding 
spread si. 

These rules are injected in a Mamdani fuzzy inference 
system.  

IV. ADJUSTMENT OF THE FUZZY MODEL BY GENETIC 
ALGORITHMS  

The genetic algorithm (GA) [10] is an iterative method of an 
optimization function, known as objective function. To use 
this algorithm, we must represent a solution to our problem as 
a chromosome. GA creates a population of solutions and 
applies genetic operators such as mutation and crossover to 
evolve the solutions in order to find the best one(s).  

The selection operator makes it possible to the individuals 
of a population to survive, to reproduce or to die. There are 
several methods for reproduction. The most known and used 
method is the wheel of lottery of Goldberg [10]. According to 

this method, each chromosome will be duplicated in a new 
population proportionally with its adaptation value. The 
crossover makes it possible to produce two new individuals 
(children) starting from two individuals (parents). The 
mutation operator consists in changing randomly the value of 
certain variables in an individual. In genetic algorithms, the 
mutation is considered as a secondary operator compared to 
the crossover.  

The three most important aspects when using genetic 
algorithms are: definition of an objective function, definition 
and implementation of a genetic representation, and definition 
and implementation of genetic operators. 

Adaptation of GAs to the fuzzy model 
Our problem is to adjust the membership function of the 

fuzzy model parameters obtained by subtractive clustering, in 
order to minimize the error between the real output yk and the 
predicted output y(k) obtained by the fuzzy model. In this 
context, the application of the genetic algorithm is primarily 
used to modify the parameters of predicted rules, so as to 
make the error optimal.  

We chose as objective function, the total error between the 
two outputs for the training set, defined by:   

                        ))((Error
1

∑
=

−=
N

k
kykyf                       (4) 

where y(k), yk are respectively the predicted and the real 
outputs corresponding to the k’th data point, and f  is a 
function which computes the difference between two outputs 
values.   

Representation of individuals  
As underlined above, individuals representation usable by 

GAs should be defined and implemented.  
To optimize our fuzzy model, we look for the cluster centers 

and the corresponding spreads for which the objective 
function is minimal. Let: 
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be the matrix obtained by the subtractive clustering, where the 
q first lines correspond to the cluster centers and the last line 
represents spreads.   

Then we transform this matrix in a vector of real values, of 
dimension (p+1)* (q+1): 

T=(x11*,…, x1p*, y1*,…, xq1*,…,xqp*,yq*, s1,s2,…sp+1) 

Each vector T represents an individual coded by a fixed size 
binary chain. We use the real coding. 

Creation of the initial population 
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We apply M times the subtractive clustering on data set by 
varying the r radius to obtain every time q rules. Each 
obtained result represents an individual for the GA. These 
individuals form the initial population. 

To form the new population, the wheel of lottery is chosen 
as selection operator. The choice of crossover rate pc and the 
mutation rate pm depends of the problem’s nature. 

V. APPLICATION TO A MANAGEMENT PROBLEM OF  A LOCAL 
AREA NETWORK 

We apply this method to a problem of prediction of the state 
and the evolution of traffic in a local network [1], [3], [7]. We 
present general system architecture for network management 

in figure 1.  

The Management information (performance, traffic…) are 
collected in a MIB (Management Information Database) by 
using various protocols SNMP (Simple Network Information 
Protocol), CMIP (Common Management Information 
Protocol).  

The data abundance in this database requires tools for 
knowledge extraction to help the network manager. Then for a 
large data set, the expert needs an intelligent tool to manage 
his base [15]. 

Our application attempts to develop a decision support tool, 
based on grouping data and providing a basis for constructing 
a fuzzy model. In other words, we represent this grouping by a 
minimal number of fuzzy rules which can be treating and 
interpreting by the network manager. For that we retained two 
performance parameters (response time and the collisions 
number).  

The training set is constituted by 100 examples, with two 
inputs variables: the collisions number and the response time, 
the network charge is the output variable.  

Presentation of the results with Mamdani FIS 
We use the subtractive clustering with a radius r = 0.75, 

four cluster centers and four corresponding spreads are found 
in the data set. We transform these four clusters into four 
fuzzy rules. Those rules are injected in a Mamdani FIS with 
the following characteristics: min operator for conjunction, 

max operator for union, min operator for implication, max 
operator for aggregation method, and som operator for 
deffuzzification. The obtained rules are shown in the figure 2. 

 
Fig. 2 The initial fuzzy rules 

The first column represents the Gaussian membership 
functions (MFs) corresponding to the first input variable 
(response time), the second column shows the Gaussian MFs 
of the second input variable (collisions number), whereas the 
MFs corresponding to the output variable (network charge) are 
represented in the third column. This last column contains also 
the predicted output value of the fuzzy system after 
deffuzzification. 

We present a comparison between the real and the predicted 
outputs in figure 3. 

 
This shows an important gap between the predicted output 

resulting from this fuzzy model and real output. The Root-
Mean-Square Error (RMSE) is 0.0681. 

In order to remedy to this problem, an adjustment of the 
membership functions parameters in the fuzzy rules is 
necessary. 

At this end, we apply the second step of our method that 
uses the genetic algorithms. 

Adjustment with GA 
In our case, we intend to adjust the parameters of the four 

fuzzy rules obtained by the first step. Hence, an individual of 

 
Fig. 3 Real and predicted outputs 

 

MIBs

Agent 
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Protocol 
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Fig. 1 Network management architecture   
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the GA corresponds to a vector of 15 real variables, which are 
coded by a 150 bits binary chain. 

We chose an initial population formed by 32 individuals, 
and apply the wheel of lottery in order to create a new 
population. The crossover is defined with a rate pc= 0.8. 

The quadratic average error is chosen as objective function:  

                         
)²)((

Error 1
N

yky
N

k
k∑

=
−

=                     (5) 

To stop the process, two criteria are used: the stagnation of 
fitness and the maximum number of generations. The latest is 
set to 50. The stop of research of optimum intervenes since 
one condition is satisfied. 

Results after optimization 
We apply again the fuzzy inference system with the 

resulting parameters of the genetic algorithm. Those 
parameters correspond to the best cluster centers and the 
corresponding spreads. The RMSE between real and predicted 
outputs after adjustment with GA is 0.0322. This value shows 
a clear improvement of the results by comparison to the 
previous RMSE. The figure 4 presents clearly the obtained 
results.  

 
The experimental results prove that the fuzzy model is 

satisfactory in the forecast of the output variable values. And 
to validate our approach, we compared our results with those 
obtained by the Chiu method. The RMSE for this method is 
0.0228.  

Although our results are lightly less good than those 
obtained by the Chiu method, they are more meaningful for 
the expert, because he could interpret them. Indeed, they are 
based on the logical Mamdani fuzzy rules, whereas the Chiu 
method produces functional Takagi-Sugeno fuzzy rules, where 
the output is a linear function of the input. For example, we 
obtain by our method the fuzzy rules of the form:  if “response 
time is average” and “collisions number is average” then 
“network charge is saturated”, whereas the type of fuzzy rules 
generated by the Chiu method is of the form:  if “response 
time is average” and “collisions number is average” then 
“network charge is a linear function of the response time and 

collisions number”, in other words, the output of this last rule 
is not as significant as the output obtained by our method. 

VI. EXTRACTING FUZZY RULES WITH A PRIORI FUZZY OUTPUT 
VALUES 

In this part, we study the problem of generation of Mamdani 
fuzzy rules, where the expert wants to classify the output 
variable in K fuzzy predefined classes. Theses classes are 
defined by some Gaussian membership functions.  

Let be a training set with N data points, with p input 
variables and one output variable. 

Let C= {C1, C2,…., CK} be the fuzzy classes set. These 
fuzzy classes are predefined by the expert, and they constitute 
a fuzzy partition on the value space Y of the output variable. 

In order to have K classes in output, we vary the r radius, in 
the first part of our approach, in the way to obtain every time 
K clusters, and thereafter K fuzzy rules. The output variable of 
these rules has K fuzzy values defined with Gaussian 
membership functions. 

Let C’={C’1, C’2,…., C’K} be the set of K fuzzy values of 
the predicted output classes. 

Our goal is to find K predicted classes closest to the fuzzy 
classes predefined by the expert. And as the choice of these K 
classes among the set of the other classes found by the first 
part of our approach is based on K predefined classes, we will 
propose to use a measure of conditional fuzzy entropy which 
compares the classes predicted by the fuzzy model and the 
classes predefined by the expert. We can possibly use the 
other measures of similarity, based at the distance between the 
objects, to make this comparison. 

The entropy of an event is a measure of the mean 
information amount brought by this event. In other words, it is 
a measure of the unpredictability mean that the observer has 
on the sought event. The quantity of information and the 
entropy vary in contrary direction. If an event is sure, its 
entropy is null, on the other hand the quantity of information 
is maximum. In our case, the entropy measures the quantity of 
information corresponding to ambiguity between the predicted 
classes and those predefined. Thus we seek a set of fuzzy 
classes knowing the predefined classes, which lead us to use 
the conditional fuzzy entropy. 

For every value of r used in our approach, we compute the 
fuzzy entropy E*(C’/C) defined [19] by: 

              )/'(*)(*)/'(*
1
∑
=

=
K

i
ii CCECpCCE                           (6) 

with 

    ))/'((* log)/'(*)/'(*
1

ij
K

j
iji CCpCCpCCE ∑

=
−=       (7) 

where p*(Ci) is  the fuzzy probability of Ci which measures 
the probability that an element belongs to the set Ci.  It is 
defined by [17]: 

 
Fig. 4 Real and predicted outputs after adjustment with GA 

World Academy of Science, Engineering and Technology
International Journal of Computer and Information Engineering

 Vol:1, No:7, 2007 

2071International Scholarly and Scientific Research & Innovation 1(7) 2007 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 C
om

pu
te

r 
an

d 
In

fo
rm

at
io

n 
E

ng
in

ee
ri

ng
 V

ol
:1

, N
o:

7,
 2

00
7 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/5

23
8.

pd
f



 

          ∑∑
∈∈

==
Yy

C
Yy

i ypyfypCp i  )()(  )(*  )(*                 (8) 

fCi is the membership function of Ci, and p(y) is esteemed by 
the frequency of y in the training set, the conditional fuzzy 
probability is defined by: 

                     )(*
)'(*)/'(*

i

ij

Cp
CCp

ij CCp ∩=                             (9) 

where: 

   )())(,)(min(')(* ' ypyfyfCCp ji C
Yy

Cji ∑
∈

=∩          (10) 

p*(Ci) could be valued in the training set by: 

              N
C

i
iCp =)(* , where  ∑

∈
=

Yy Ci yC f
i

)(            (11) 

We use the genetic algorithm in order to minimize the fuzzy 
entropy of predicted outputs regard with to the outputs 
suggested by the user. The minimization is computed 
according to the radiuses.  

Optimization of fuzzy model by GAs 
For the choice of the predicted fuzzy outputs, closest to the 

outputs suggested by the user, we must minimize the fuzzy 
entropy [18] which is our objective function.  For this 
minimization, we use the genetic algorithms [9], [10].  We 
want to adjust the predicted output, then we look for the 
cluster centers and the corresponding spreads for which the 
objective function is minimal.  We take then an individual, as 
matrix M of K lines and 2 columns, where the first column 
contains the centers and the second column represents the 
corresponding spreads. Let: 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

kk sy

sy
sy

M

     
.     .
.     .
.     .

     
     

 

*

2*2

1*1

 

where each (yi*, si) (i=1…k) represents the center and the 
corresponding spread, which determines us the membership 
function of a data point to the predicted class Ci’. 

We code each individual by size binary chain. In our case 
we use real coding.   

For each r previously selected, used in the Mamdani fuzzy 
rules extraction method, we will have K fuzzy rules.  These 
outputs rules represent an individual and the whole of the 
individuals forms the initial population.  To form the new 
population, the wheel of lottery is chosen as selection 
operator. The choice of crossover rate pc and the mutation rate 
pm depends of problem’s nature. 

Application on network management example 
We applied our method to the same example of management 

traffic in a local network [1], [3]. The training set is 

constituted by 100 examples, with two input variables: the 
collisions number and the response time, the network charge is 
the output variable.  

We studied the case where the manager wants to classify the 
output variables in four fuzzy classes. For that, we varied the 
ray r in the method of Mamdani fuzzy rules extraction and we 
chose the unit R of radius which we produced four cluster 
centers and four corresponding spreads in the data space. 

An individual corresponds to a matrix of four lines and two 
columns obtained after each use of a radius r from the unit R 
in the method of Mamdani fuzzy rules extraction. 

We chose an initial population formed by 34 individuals, 
and apply the wheel of lottery in order to create a new 
population. 

For the genetic operators we used the crossover at a point 
with a rate pc= 0.8, and two criteria of stopping: the stagnation 
of fitness and the maximum number of generations. The latest 
is set to 20. The research stop of optimum intervenes since one 
condition is satisfied. 

We tested our method on several cases of fuzzy classes 
predicted by the user. We present in figure 5 cases of these 
results where we compare the predicted and predefined 
outputs. 

 
This approach gives us good C’i, in the sense to be enough 

satisfactory for the user and respecting the real data at the 
same time. The RMSE in this case is 0.0425. 

VII. CONCLUSION AND DISCUSSION 

We suggested a method in order to generate the Mamdani 
fuzzy inference systems. This method uses the results of the 
subtractive clustering in order to generate the Mamdani fuzzy 
rules and the genetic algorithms for the parameters 
optimization of these rules. 

The obtained results are satisfactory and more explicit for 
the expert. 

We also studied a problem of generation of Mamdani fuzzy 
rules, where the expert wants to classify the output variables in 
K fuzzy predefined classes. To do this, we minimize the fuzzy 
entropy between the predefined output classes with regard to 
the predicted output classes. 

 
Fig. 5 Predefined and predicted outputs after adjustment 

with GA 
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The expert will have the choice of using the first approach 
without taking in consideration the suggested classes or the 
second approach that allows for the predefined classes. 

In the perspective of data mining application with very large 
databases, we shall study the scalability of the proposed 
method with data volume growth. 
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