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Abstract—The authors present a mixed method for reducing the order of the large-scale dynamic systems. In this method, the denominator polynomial of the reduced order model is obtained by using the modified pole clustering technique while the coefficients of the numerator are obtained by Pade approximations. This method is conceptually simple and always generates stable reduced models if the original high-order system is stable. The proposed method is illustrated with the help of the numerical examples taken from the literature.
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I. INTRODUCTION

The approximation of linear systems plays an important role in many engineering applications, especially in control system design, where the engineer is faced with controlling a physical system for which an analytic model is represented as a high order linear system. In many practical situations a fairly complex and high order system is not only tedious but also not cost effective for on-line implementation. It is therefore desirable that a high system be replaced by a low order system such that it retains the main qualitative properties of the original system.

Several order reduction techniques for linear dynamic systems in the frequency domain are available in the literature [1-4]. Further, some methods have also been suggested by combining the features of two different methods [5-7].

In the clustering technique suggested by Sinha and Pal [8], the poles and zeroes are separately grouped to form clusters and then these clusters are replaced by their cluster centres by using an inverse distance measure (IDM) criterion. In the literature [9], only poles are grouped together to generate cluster centres and then denominator polynomial of the reduced model is synthesized from these cluster centres. In the proposed method, a modified pole clustering technique is suggested, which generates the more effective cluster centres than cluster centres obtained by authors [8, 9]. If a cluster contains r number of poles, then IDM criterion is repeated r times with the most dominant pole available in that cluster. The Pade approximation method was originally introduced by Pade [10]. This method is computationally simple and fits initial time moments and matches the steady state values. The disadvantage of this method is that the reduced model may be unstable even though the original system is stable. To overcome this problem, Shamash [11-12] introduced a method of reduction based on retention of poles of the high order system in the reduced model and Pade approximation about more than one point. In the proposed method, the denominator polynomial of the reduced order model is determined by using modified pole clustering technique while the coefficients of the numerator are obtained by Pade approximations. The proposed method is compared with the other well-known order reduction techniques available in the literature.

II. STATEMENT OF THE PROBLEM

Let the transfer function of high order original system of the order 'n' be

\[ G(s) = \frac{N(s)}{D(s)} = \frac{e_0 + e_1s + e_2s^2 + \ldots + e_{n-1}s^{n-1}}{f_0 + f_1s + f_2s^2 + \ldots + f_{n-1}s^{n-1}} \] (1)

where \( e_i; 0 \leq i \leq n - 1 \) and \( f_i; 0 \leq i \leq n \) are known scalar constants.

Let the transfer function of the reduced model of the order 'k' be

\[ R(s) = \frac{N_r(s)}{D_r(s)} = \frac{a_0 + a_1s + a_2s^2 + \ldots + a_{k-1}s^{k-1}}{b_0 + b_1s + b_2s^2 + \ldots + b_{k-1}s^{k-1}} \] (2)

where \( a_i; 0 \leq i \leq k - 1 \) and \( b_i; 0 \leq i \leq k \) are unknown scalar constants.

The objective of this paper is to realize the \( k^{th} \)-order reduced model in the form of (2) from the original system (1) such that it retains the important features of the original high-order system.

III. REDUCTION METHOD

The reduction procedure for getting the \( k^{th} \)-order reduced models consist of the following two steps:

Step-1: Determination of the denominator polynomial for the \( k^{th} \)-order reduced model using modified pole clustering:

The following rules are used for clustering the poles of the original system given in frequency domain:

- Separate clusters should be made for real and complex poles.
- Clusters of the poles in the left half \( s \)-plane should not contain any pole of the right half \( s \)-plane and vice-versa.
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• Poles on the $jw$-axis have to be retained in the reduced order model.
• Poles at the origin have to be retained in the reduced order model.

The brief algorithm for realizing the denominator polynomial by using the modified pole clustering is as follows:

Let there be $r$ real poles in $i^h$ cluster are $p_1, p_2, \ldots, p_r$, where $|p_1| < |p_2| \ldots < |p_r|$, and then modified cluster centre $p_{c_1}$ can be obtained by using the algorithm of modified pole clustering suggested in this paper.

Let $m$ pair of complex conjugate poles in the $i^h$ cluster be 

\[
[(\alpha_s \pm j\beta_s), (\alpha_s \pm j\beta_s), \ldots, (\alpha_s \pm j\beta_s)]
\]

where $|\alpha_s| < |\alpha_s| \ldots < |\alpha_s|.

Now using the same algorithm separately for real and imaginary parts of the complex conjugate poles, the modified cluster centre is obtained, which is written as $\Phi_i = A_i \pm jB_i$.

An interactive computer oriented algorithm [13] has been developed, which automatically finds the modified cluster centre and is given as follows:

**Step-1** Let $r$ real poles in a cluster be $|p_1| < |p_2| \ldots < |p_r|$.

**Step-2** Set $j = 1$.

**Step-3** Find pole cluster centre $c_j = \left[\sum_{i=1}^{r} \left(\frac{-1}{|p_i|^2} + r\right)\right]^{-1}$.

**Step-4** Set $j = j + 1$.

**Step-5** Now find a modified cluster centre from $c_j = \left[\left(\frac{-1}{|p_j|^2} + 1\right) + 2\right]^{-1}$.

**Step-6** Is $r = j$? if No, and then go to step-4 otherwise go to step-7.

**Step-7** Take a modified cluster centre of the $k^{th}$-cluster as $p_{c_k} = c_j$.

For synthesizing the $k^{th}$-order denominator polynomial, one of the following cases may occur.

**Case-1:** If all modified cluster centres are real, then denominator polynomial of the $k^{th}$-order reduced model can be obtained as

\[
D_k(s) = (s - p_{c_1})(s - p_{c_2})\ldots(s - p_{c_k})
\]

where $p_{c_1}, p_{c_2}, \ldots, p_{c_k}$ are $1^st, 2^nd, \ldots, k^{th}$ modified cluster centre respectively.

**Case-2:** If all modified cluster centers are complex conjugate then the $k^{th}$-order denominator polynomial is taken as

\[
D_k(s) = (s - \Phi_{c_1})(s - \Phi_{c_2})\ldots(s - \Phi_{c_k})(s - \Phi_{c_{k/2}})(s - \Phi_{c_{k/2}})
\]

**Case-3:** If some cluster centers are real and some are complex conjugate. For example, $(k - 2)$ cluster centers are real and one pair of cluster centre is complex conjugate, then $k^{th}$-order denominator can be obtained as

\[
D_k(s) = (s - p_{c_1})(s - p_{c_2})\ldots(s - p_{c_{k-2}})(s - \Phi_{c_{k/2}})(s - \Phi_{c_{k/2}})
\]

The $k^{th}$-order reduced model is taken as

\[
\frac{R_k(s)}{D_k(s)} = \sum_{i=0}^{k-1} a_i s^i
\]

here, $D_k(s)$ is known through eqns (3-5).
For $R_k(s)$ of eqn (9) to be Pade approximants of $G_k(s)$ of equation (8), we have

\[
\begin{align*}
    a_0 &= b_0 c_0 \\
    a_1 &= b_0 c_1 + b_1 c_0 \\
    \cdots \cdots \\
    a_{k+1} &= b_k c_{k+1} + b_{k+1} c_k + \cdots + b_{k+2} c_1 + b_{k+2} c_0
\end{align*}
\]

(10)

the coefficients $a_j; \quad j = 0, 1, 2, \ldots, k - 1$ can be found by solving the above $k$ linear equations.

hence, the numerator $N_k(s)$ is obtained as

\[
N_k(s) = a_0 + a_1 s + \cdots + a_{k+1} s^{k+1}
\]

(11)

IV. NUMERICAL EXAMPLES

Two numerical examples are taken from the literature to illustrate the algorithm of the proposed method. The first example is solved in details to get second order reduced model while only the results are given in the second example. An integral square error (ISE) [1] in between the transient parts of the original and reduced model is calculated using Matlab to measure the goodness of the reduced order model i.e. lower the ISE, closer the $R_k(s)$ to $G_k(s)$, which is given by

\[
ISE = \int_0^\infty [y(t) - y_k(t)]^2 \, dt
\]

(11)

where, $y(t)$ and $y_k(t)$ are the unit step responses of original and reduced system respectively.

Example-1: Consider an eight-order system from the literature [5].

\[
G_k(s) = \frac{N(s)}{D(s)}
\]

where

\[
N(s) = 40320 + 185760s + 222088s^2 + 122664s^3 + 36380s^4 + 5982s^5 + 514s^6 + 18s^7
\]

and

\[
D(s) = 40320 + 109584s + 118124s^2 + 67284s^3 + 22449s^4 + 4536s^5 + 546s^6 + 36s^7 + s^8
\]

The poles are: -1, -2, -3, -4, -5, -6, -7, -8.

Let the 2nd-order reduced model is required to be realized, for this purpose only two real clusters are required.

Let the first and second cluster consists the poles (-1, -2, -3, -4) and (-5, -6, -7, -8 ) respectively. The modified cluster centres are computed as $P_1 = -1.06371$ $P_2 = -5.13271$

Using eqn (3), the denominator polynomial $D_k(s)$ is obtained as

\[
D_k(s) = 5.45971 + 6.19642s + s^2
\]

using the eqns (8) and (10), the following coefficients are calculated

\[
c_0 = 1, \quad a_0 = 5.45971 \\
c_1 = 1.8893, \quad a_1 = 16.51145
\]

Therefore, finally 2nd-order reduced model is obtained as

\[
R_2(s) = \frac{5.45971 + 16.51145s}{5.45971 + 6.19642s + s^2}
\]

The step responses of the reduced order model and the original system are compared in the Fig.1 and the bode plot comparison is shown in the Fig. 2.

The proposed method is compared with the well-known reduction methods and shown in the Table-1, from which it is concluded that this method is comparable in quality.
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![Fig.2 Comparison of the bode plots for example 1](open-science-index.com自愿性指数)(original system: 8th order) (reduced model: 2nd order)
Example-2: Consider a 7th-order system taken from the literature [16].

\[ G(s) = \frac{375000s+324875}{s^7+8364s^6+4097s^5+3042s^4+8539s^3+24627s^2+2310875s+281227} \]

The poles are: -0.0919, -2.3524, 1.1464, -7.6744 ± j13.4462 and -32.0753 ± j38.8493.

The minimum 3rd-order reduced model is possible in this case.

The following two cluster centres are computed as

\[ P_1 = -0.0919 \]
\[ \Phi_1 = -3.2524 ± j1.1464 \]

Finally, the 3rd-order reduced model is obtained as

\[ R_3(s) = \frac{0.06992+0.82487s-0.16997s^2}{0.62933+7.28037s+4.7967s^2+s^3} \]

The step response comparison with the original system \( G_3(s) \) is shown in the Fig.3 and the qualitative properties comparison is shown in the Table-2, from which it may be concluded that the proposed method is better in quality and provides good approximation in the transient as well as steady-state region.
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**Table I**

<table>
<thead>
<tr>
<th>Reduction methods</th>
<th>Reduced model</th>
<th>ISE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed method</td>
<td>( R_2(s) = \frac{5.45971+16.51145s}{5.45971+6.19642s^2} )</td>
<td>1.406 × 10^{-2}</td>
</tr>
<tr>
<td>G. Parmar et al. [5]</td>
<td>( R_2(s) = \frac{8+24.11429s}{8+9s^2} )</td>
<td>4.809 × 10^{-3}</td>
</tr>
<tr>
<td>Mittal et al. [14]</td>
<td>( R_3(s) = \frac{1.9906+7.0908s}{2+3s+s^2} )</td>
<td>2.689 × 10^{-3}</td>
</tr>
<tr>
<td>Mukherjee et al. [15]</td>
<td>( R_3(s) = \frac{4.4357+11.3909s}{4.4357+4.2122s^2+s^3} )</td>
<td>5.6897 × 10^{-3}</td>
</tr>
<tr>
<td>Prasad and Pal [6]</td>
<td>( R_3(s) = \frac{500+17.9856ls}{500+13.2457ls^2+s^3} )</td>
<td>1.4584</td>
</tr>
</tbody>
</table>

**V. CONCLUSIONS**

The authors presented a mixed method for reducing the order of the large-scale single-input-single-output systems. In this method, the denominator polynomial is determined by using the modified pole clustering while the coefficients of the numerator are obtained by Pade approximations. This method has been tested on the two numerical examples chosen from the literature and time and frequency responses of the original and reduced system are compared graphically and shown in the Fig.1, 2 and 3 and error (ISE) and qualitative properties comparison are shown in the Table-1 and Table-2 respectively. From these comparisons, it has been concluded that the proposed method is simple, computer oriented and comparable in quality. This method guarantees stability of the reduced model if the original high-order system is stable and exactly matches the steady-state value of the original system. The proposed method is equally applicable to linear multivariable systems and is reported elsewhere.
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