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Abstract—Many measures have been proposed for machine 
translation evaluation (MTE) while little research has been done on 
the performance of MTE methods. This paper is an effort for MTE 
performance analysis. A general frame is proposed for the description 
of the MTE measure and the test suite, including whether the 
automatic measure is consistent with human evaluation, whether 
different results from various measures or test suites are consistent, 
whether the content of the test suite is suitable for performance 
evaluation, the degree of difficulty of the test suite and its influence 
on the MTE, the relationship of MTE result significance and the size 
of the test suite, etc. For a better clarification of the frame, several 
experiment results are analyzed relating human evaluation, BLEU 
evaluation, and typological MTE. A visualization method is 
introduced for better presentation of the results. The study aims for 
aid in construction of test suite and method selection in MTE 
practice.  

Keywords—Machine translation, natural language processing, 
visualization. 

I. INTRODUCTION 
ACHINE translation evaluation activities have 
accompanied the MT research and development. In 

1960s, the US National Academy of Sciences set up the 
Automatic Language Processing Advisory Committee who 
proposed a framework for assessing machine translation and 
drew a negative conclusion to the MT research [1]. This 
ALPAC report is the first historical MT evaluation activity, 
which has greatly influenced the history of machine 
translation. With new development in natural language 
processing technology in 1990s, the black-box evaluation has 
been instantiated by the methodology of US Defense 
Advanced Research Projects Agency (DARPA) [2], which 
measures fluency, accuracy, and informativeness on a 5-point 
scale. The ISLE Project takes an approach that focuses on how 
an MT system serves the follow-on human processing rather 
than on what it is unlikely to do well [3]. 
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Unfortunately, MTE has not been a very powerful aid in 
machine translation research because it requires human 
judgments and is thus expensive, time-consuming and not 
easily factored into the MT research agenda. That is why 
automatic evaluation methods are broadly studied and 
implemented using different heuristics to solve this problem. 
Followed is a more detailed review of automatic MT methods. 

Some automatic methods focus on specific syntactic 
features for translation evaluation. Jones (2000) utilizes 
linguistic information such as balance of parse trees, N-grams, 
semantic co-occurrence and so on as indicators of translation 
quality [4]. Brew C (1994) compares human rankings and 
automatic measures to decide the translation quality, whose 
criteria involve word frequency, POS tagging distribution and 
other text features [5]. 

Another type of evaluation method involves comparison of 
the translation result with human translations. Yasuda (2001) 
evaluates the translation output by measuring the similarity 
between the translation output and translation answer 
candidates from a parallel corpus [6]. Akiba (2001) uses 
multiple edit distances to automatically rank machine 
translation output by translation examples [7]. While the IBM 
BLEU method [8] and the NIST MT evaluation [9] compare 
MT output with expert reference translations in terms of the 
statistics of word N-grams. Melamed (2003) adopted the 
maximum matching size of the translation and reference as 
similarity measure for score [10]. Niβen (2000) scores a 
sentence on basis of scores of translations in a database with 
the smallest edit distance [11]. Yokoyama (1999) proposed a 
two-way MT based evaluation method, which compares 
output Japanese sentences with the original Japanese sentence 
for the word identification, the correctness of the modification, 
the syntactic dependency and the parataxis [12]. 

Another path of MTE is based on test suites. A weighted 
average of the scores for separate grammatical points is taken 
as the score of the system. The typological test covers 
vocabulary size, lexical capacity, phrase, syntactic correctness, 
etc. Yu (1993) designs a test suite consisting of sentences with 
various test points [13]. Guessoum (2001) proposes a semi-
automatic evaluation method of the grammatical coverage 
machine translation systems via a database of unfolded 
grammatical structures [14]. Koh (2001) describes their test 
suite constructed on the basis of fine-grained classification of 
linguistic phenomena [15]. 

For the complexity of the problem of MT evaluation, many 
researchers are making efforts towards taxonomy of automatic 
MTE measures. This paper aims for a specification of the  
performance of MTE measures. The second section is a list of 
definitions and mathematical formulae of the measures of 
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MTE performance. Section 3 gives some examples of the 
MTE practice. A conclusion is given in the last section.  

II. MEASURES FOR MTE PERFORMANCE 
The ISLE (2000) has made some efforts to a specification 

of performance of the MTE methods [3]. A list of desiderata 
demands at least the measure must be easy to define, clear and 
intuitive; must correlate well with human judgments under all 
conditions, genres, domains, etc.; must be ‘tight’, exhibiting as 
little variance as possible across evaluators, or for equivalent 
inputs; must be cheap to prepare; must be cheap to apply; and 
should be automated if possible. 

Popescu-Belis (1999) argues that the MTE metrics should 
have its upper limit, lower limit, and should be monotonic in 
quality measure [15]. Papineni (2001), Yao (2002) and 
Melamed (2003) make studies on the correlation between 
human scoring and automatic evaluation results. On the 
whole, the literature contains rather few methodological 
studies of this kind [16]. The present measures for MTE 
analysis is far from enough as a solid work on MTE and its 
application. On basis of general examination theory [17], this 
section aims for a proposal for some criteria of the 
performance of MTE measures, which will give us a better 
understanding of the MTE task and its results. 

Reliability is the most important issue in an examination, 
which is also true in MTE. The consistency of the scores 
obtained in different cases of evaluation of the same system, 
especially the consistency with human evaluation, reflects to 
some extent the reliability of the MTE result. As for different 
purposes, reliability can be described by the following metrics: 

A. Consistency between MTE Methods or Test Suites 

The same MT system may be scored by different methods 
(including manual evaluation) on the same test suite, or on 
various test suites via the same MTE method. If the scores are 
in real numbers, the consistency can be calculated by 

2 2 2 2

( )( ) /

( ) / ( ) /
a b a b

a a b b

X X X X n
rtt

X X n X X n

−
=

− −
∑ ∑ ∑
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where aX  and bX  refers to scores of the two MTE results; n 

is the number of test questions in the test suite; ttr  is the 
consistency between the two test results. 

If the evaluators just assign a rank to the translation results, 
we can use Kendall's coefficient of concordance (multiple 
ranking correlation) to calculate the consistency of the K 
evaluators on n examination questions. The formula is 

2 31 ( )
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where 
2( )RSS R R= −∑  is the square sum of the ranks. 

B. Reliability of the Evaluators 
Consistency between the different human evaluators reflects 

how reliable the evaluators are and how difficult the 
evaluation task is. Consistency between the automatic 
evaluation method and human scores is a sign of the reliability 
of the automatic method. Correlation between different 
methods reflects whether the methods complement each other 
in some aspects and whether they could be integrated into a 
better measure. If the scores are continuous real numbers, the 
consistency can be calculated by the equation (1). While if the 
scores are rank-based, it can be calculated by Spearman rank 
correlation as 

2

2

6
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( 1)tt

D
r

n n
= −

−
∑

                             (3) 
Where D is the difference between ranks of the same test by 
different evaluators; n is the sample size.  

From the above discussion, we know that the consistency of 
MTE results from different methods or test suites, and 
between evaluators is a reflection of the reliability of the MTE 
measure. The higher the reliability, the more confident we 
have that various cases of MTE give us similar evaluation 
results. Besides the reliability of MTE methods, we also 
should know that the consistent evaluation is not biased from 
the truth of the applicability of the systems. The efficacy issue 
is thus an important aspect of the evaluation measures. The 
efficacy of MTE refers to the power or capacity of the 
evaluation to produce a desired effect for a task, which reflects 
the degree to which the system is helpful to the end users. We 
can have two kinds of efficacy metrics for a MT evaluation. 

C. Test Suite Content Efficacy 

Different contents of the test suites lead to different MTE 
results, which greatly influences the evaluation result. One 
system may perform better in one domain while worse in 
another. An example of this phenomenon will be given in 
section three. By efficacy we refer to the extent to which the 
MTE result uncovers the quality of the translation for the 
user’s application. The efficacy, which is the consistency 
between the MTE result and the user’s experience of the MT 
systems’ performance, can also be described by the 
consistency with the human result or a standard test result with 
a domain test suite calculated from equation (1) or (2). For 
example, the domain of the test corpus has much influence on 
the evaluation results. So for a specific purpose, the evaluator 
must choose carefully the contents of the test suite in both 
domain and difficulty. 

D. Standard-Associated Efficacy 
This refers to the consistency of the evaluation result and 

another independent test on a gold standard test suite or by a 
MTE as standard reference (e.g. the human evaluation result). 
This is often described by the correlation coefficient of the 
two results. In study of the performance of MTE methods, the 
standard-associated efficacy is a measure to estimate the virtue 
of the result. Of course, both the standard MTE measure and 
the test suite have to be carefully selected so as to avoid a bias 
of the analysis. 
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E. Discriminancy of a Measure 

For two measures f, g on domain Ψ , we say f is more 

discriminating than g if there exist ,a b∈Ψ such that 
( ) ( )f a f b>  and ( ) ( )g a g b= , and there exist no 
,a b∈Ψ  such that ( ) ( )g a g b>  and ( ) ( )f a f b= . 
The discriminancy of a method reflects the ability to 

distinguish between minor differences between translation 
qualities. For a test with higher discriminancy, a better system 
should be scored higher, and vice versa. And the MTE result 
should be fine grained so that even small change in the 
translation quality could be correctly reflected.  
The discriminancy of a test can be calculated on basis of the 
MTE result, as follows: 

                     ( ) / ( )H LD X X N H L= − −                        (4) 
In the equation, XH/XL is the score for the best/worst system; 
N is the number of test sentences, while H/L is highest / 
lowest possible score of the test.  

F. Difficulty of the Test Questions 

This refers to the degree of the difficulty of the test suite, 
which has a great influence on the test result. The difficulty of 
the test changes the distribution, discriminancy and dispersion 
of the test results. For example, if the test suite is too difficult 
that none of the systems output the right answer, we cannot 
distinguish between system via the MTE result, also is the 
case if the test is too easy. The difficulty of the test questions 
can be calculated as 

( ) /( )P X L H L= − −                            (5) 

In the equation X  is the average score of the systems, while 
H/L is the highest/Lowest possible score for the test. The 
difficulty of the test question is closely interrelated with the 
discriminancy, efficacy, and other characteristics of the 
evaluation. Usually a difficulty around 0.5 is helpful 
discriminating the systems to be scored. 

G. Relationship between Size and Efficacy of the MTE 

The size of the MTE refers to the number of questions in 
the test suite. The larger the size of the test suite is, the higher 
is its reliability and efficacy. The relationship can be describe 
by 

1 ( 1)
ll

nn
ll

nrr
n r

=
+ −                                  (6) 

In the equation rnn denotes the correlation coefficient when 
the size of test suite is enlarged to n times, while rll is the 
original coefficient. Correspondingly, we can calculate the 
expected length of the test suite if we hope to improve the 
reliability and efficacy from rll to rnn, as follows 

(1 )
(1 )

nn ll

ll nn

r rn
r r

−
=

−                                 (7) 
In this section, a preliminary proposal of metrics for the 

property of the MTE measures and its test suite has been 
given. This is an incomplete list while in our work for MTE, 
we need to use specific metrics based on the specific 
conditions. The next section, based on a MTE visualization 
method, gives some examples of the metrics proposed in this 
section. The examples will give us a better view of the 
characteristics of an MTE method and thoughtway of 
organizing a test suite. 

III. VISUALIZATION AND EXPERIMENT OF MTE 
A list of metrics has been proposed for the organization of 

MTE in both evaluation measures and construction of a test 
suite in the last section. Several instances are brought forth in 
this section for a demonstration of the metrics. The correlation 
of MTE results between different evaluators and various test 
suites is analyzed. The variance of MTE results shows that for 
a highly reliable MTE practice, both the MTE measure and the 
test suite should be well chosen. 

A. Analysis of Human MTE Results 

The human evaluation results in [18] on eight English-to-
Japanese MT systems are listed in the appendix. Two 
evaluators score the systems on a 5 point scale with 
intelligibility and accuracy. Based on the measures proposed 
in the last section, we make an analysis of the characteristics 
of the human MTE results. 

For consistency between MTE results from different 
measures (accuracy and intelligibility), different evaluators 
and different test suites, from equation (1) and (2), based on 
the data in Table A1 and A2 in the appendix, we get the 
correlation coefficients in table 1 which shows the reliability 
and efficacy of the MTE. For the different parts of the test 
suite, we have their discriminancy and difficulty on 
intelligibility calculated from equation (4) and (5), which can 
give us a hint of their influence on the MTE result. 

 
 

TABLE I 
CORRELATION COEFFICIENTS FOR MTE RESULTS FROM DIFFERENT MEASURES, EVALUATORS AND TEST SUITES 

Item1 Item2 Other 
conditions 

Correlation option Correlation 
coefficient 

Intelligibility Accuracy Overall average scores Pearson 0.998 
Intelligibility Accuracy Overall average scores Spearman 1.000 
Evaluator A Evaluator B Intelligibility for all 300 sentences Pearson 0.991 
Evaluator A Evaluator B Accuracy for all 300 sentences Pearson 0.998 
Evaluator A Evaluator B Accuracy for all 300 sentences Spearman 0.994 
Sent#1-100 Sent#101-200 Intelligibility by evaluator A Pearson 0.964 
Sent#1-100 Sent#201-300 Intelligibility by evaluator A Pearson 0.968 
Sent#101-200 Sent#201-300 Intelligibility by evaluator A Pearson 0.945 
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TABLE II 

DISCRIMINANCY AND DIFFICULTY OF TEST SUITES WITH INTELLIGIBILITY 
WITH DIFFERENT EVALUATORS 

Sentences Evaluator Discriminancy Difficulty 
1-100 A 0.23 0.50 
1-100 B 0.31 0.44 
101-200 A 0.23 0.56 
101-200 B 0.31 0.62 
201-300 A 0.24 0.43 
201-300 B 0.34 0.53 
All 300 A 0.23 0.50; 
All 300 B 0.23 0.53 

 
Above are some instances on consistency, discriminancy, 

and difficulty of an MTE task. The influence of test suite size 
is also studied. 

The following section will give an example of content 
efficacy, difficulty-discriminancy relationship based on 
visualization of the MTE result. 

B. Visualization of Performance of MT Evaluation Scores 

The BLEU and NIST evaluation methods have been 
popular in MT evaluation research. We make MTE 
experiments using these methods and for a better 
understanding of the result, visualize the data in a chart as 
shown in Fig. 1. Fig. 1 exhibits the MTE results with a test 
suite of 1019 sentences selected from the 863 National High-
tech Program MTE corpuses for Chinese-to-English 
translation. Four systems are evaluated with the BLEU 
method. The chart is produced in the following steps: 

STEP 1: Get the machine translations by the four systems; 
STEP 2: With the human translations as reference set, 

calculate the BLEU score for each sentence; 
STEP 3: Sort the scores for each system in ascending order; 
STEP 4: Put the sentence number on the X-axis, and BLEU 

score on the Y-axis to get a line for each system.  
From the Fig. 1, we can draw the following conclusions 

about the MTE performance: 
1) The longer the N-gram, the more difficult the test is, and 

the lower the scores obtained by MT systems. The lines in the 
figure are shifting to the right side when the N-gram shifts 
from unigram to 5-gram. The most northwest line represents 
the performance of the best system.  

2) The gap between the lines changes with the difficulty of 
the test. As seen in the first figure of unigram scores, the lines 
representing systems #2, #3, and #4 are very near to each 
other, while the gap become much larger between the trigram 
lines. This is because the difficulty of the test influences the 
discriminancy of the measure, which is also observed in a 
typological MTE experiment (Yu 1993).  

For the same typological evaluation tool, we adopted two 
test suites, separately consisting of 124 sentences and 293 
sentences. The sentences in the first suite are difficult to 
translate while the other is easier. Four machine translation 
systems are scored on the test suites, as shown in Table III.  

For the difficult test suite, the systems are distributed in a 
two-peak shape, which is not suitable for distinguishing the 
systems. The test suite #1 is much better, because the systems 
are distributed more evenly in the whole range of score. This 

experiment shows us the influence of selection of test 
questions of appropriate difficulty. 

 
Fig. 1 BLEU scores on 1019 sentences with unigram, trigram and 5-

gram 
 

TABLE III 
TYPOLOGICAL TEST RESULT OF FOUR MT SYSTEMS ON TWO TEST SUITES 
 MTS#1 MTS#2 MTS#3 MTS#4 
Suite#1 87 65 50 27 
Suite#2 30 3.4 2.0 2.0 

IV. CONCLUSION 
Many measures have been proposed for machine translation 

evaluation (MTE) while little work has been done on the 
performance of MTE methods. This paper is an effort towards 
MTE performance analysis. After a general frame proposed 
for description of the MTE measure and the test suite, some 
instances are given including whether the automatic measure 
is consistent with human evaluation, whether MTE results 
from various measures or test suites are consistent, whether 
the content of the test suite is suitable for performance 
evaluation, the degree of difficulty of the test suite and its 
influence on the MTE, the relationship of MTE result 
significance and the size of the test suite, etc. For a better 
clarification of the frame, a visualization method is introduced 
for presenting the results. This paper aims for a framework for 
construction of MTE task in measure and test suite. 
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APPENDIX 

Here presents the human evaluation results from [18] on 
eight English-to-Japanese MT systems. Two popular metrics 
are used in the human evaluation: intelligibility and accuracy. 
The evaluators score the systems on a 5 point scale. For more 
detailed data please refer to the original paper. 

 
TABLE A-I 

OVERALL ENGLISH-TO-JAPANESE AVERAGE SCORES 
(POSSIBLE SCORE 5 POINTS) 

MT System EJsys-1 EJsys-2 EJsys-3 EJsys-4 
Intelligibility 2.33 3.39 3.42 3.32 

Accuracy 2.42 3.60 3.62 3.45 
MT System EJsys-5 EJsys-6 EJsys-7 EJsys-8 

Intelligibility 3.00 3.01 3.11 2.87 
Accuracy 3.13 3.15 3.27 2.99 
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