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introduced in the works of Chang and Zadeh [212].[8ince

Abstract—We consider different types of aggregation opesatorthen, the FN have been studied by different autfip8 —

such as the heavy ordered weighted averaging (HObgAjator and
the fuzzy ordered weighted averaging (FOWA) operatd/e
introduce a new extension of the OWA operator dallee fuzzy
heavy ordered weighted averaging (FHOWA) operaldre main
characteristic of this aggregation operator is thatdeals with
uncertain information represented in the form azfunumbers (FN)
in the HOWA operator. We develop the basic conceytghis
operator and study some of its properties. We diseelop a wide
range of families of FHOWA operators such as thezyupush up
allocation, the fuzzy push down allocation, the zjuzmedian
allocation and the fuzzy uniform allocation.

[29]. Among the wide range of FN existing in thedature, we
could mention for example, the triangular FN, tragdal FN,
L-R FN, intuitionistic FN, interval-valued FN, et®Vith this
background, we can see that sometimes it is b&ttese the
OWA operator with FN. Then, we need to use the yuzz
ordered weighted averaging (FOWA) operator. Thisrafor
has been studied by different authors such as]in [3], [8],
[10].

Going a step further, we can see that sometime&®WA
operator can also be affected by uncertain sitnatthat need

Keywor ds—Aggregation operators, Fuzzy numbers, Fuzzy owAC Pe assessed with FN. Due to this, in this payesuggest

operator, Heavy OWA operator.

. INTRODUCTION

HE ordered weighted averaging (OWA) operator i€y v

common method for aggregating the information. #sw
introduced in [1] and since its appearance it leenhused in a
wide range of applications [2] — [20]. One of itsaim
characteristics is that it provides a parameteritzadily of
aggregation operators that
maximum, the minimum and the average criteria.

In [18], Yager introduced a new extension of the ®&W
operator called the heavy ordered weighted avegagi
(HOWA) operator. The main characteristic of thiegior is
that it provides a parameterized family of aggriegat
operators that includes among others, the minimbemnOWA
operator and the total operator. As we can ses,dpéerator
allows the weighting vector to range between the AOW
operator and the total operator. This extensiondiss been
studied in [7], [19].

Sometimes, the available information is uncertamd a
cannot be assessed with exact numbers. Themetessary to
use another approach to represent the informa#owery
useful approach for representing the uncertainrinéion is
the use of fuzzy numbers (FN) in the problem. Thewere
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the use of FN in the HOWA operator. For doing s@& w
develop a new extension of the OWA operator cateduzzy
heavy ordered weighted averaging (FHOWA) operaidre
main characteristic of this operator is that @lde to deal with
uncertain information in the HOWA operator. Theh,can
provide a wider class of aggregation operatorslloyvang the
weighting vector to range from the FOWA operatorthe
fuzzy total operator. We will study the main contsepf this

includes among otheng, €W extension and we will develop a wide range atipular

cases such as the fuzzy push up allocation, theyfpzsh
down allocation, the fuzzy median allocation, thezzy

I1.'|niform allocation, etc.

In order to do so, this paper is organized as Vloln
Section Il we review some aggregation operatory sicthe
FOWA and the HOWA operator. In Section Il we irduze
the FHOWA operator and in Section IV we develogedént
families of FHOWA operators. Finally, in Section We
summarize the main conclusions found in the paper.

Il. PRELIMINARIES

A. Fuzzy OWA Operator

The FOWA operator has been studied in [3] — [5], [80]
and it represents an extension of the OWA operator.
Essentially, its main difference is that it usescamain
information in the arguments of the OWA operat@resented
in the form of FN. The reason for using this aggtem
operator is that sometimes the available infornmatiannot be
assessed with exact numbers and it is necessargetmther
techniqgues such as FN. The FOWA operator provides a
parameterized family of aggregation operators itheltide the
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fuzzy maximum, the fuzzy minimum and the fuzzy ager
criteria, among others.

that for the maximum(W) = 1, for the minimuma(W) = 0
and for the average criterigW) = 0.5.
The second measure introduced also in [1], is datle

Definition 1. Let ¥ be the set of FN. A FOWA operator ofentropy of dispersion oV and it is used to provide a measure

dimension n is a mapping FOWA¥'— & that has an
associated weighting vect®W of dimensionn such that the
sum of the weights is 1 ang (1 [0,1], then:

n
FOWP(é.l, ... 5n) Z jbj

=

whereb; is thejth largest of the, and the& are FN. Among
others, we could mention as examples of FN, trengular
FN, the trapezoidal FN, the L-R FN, the intervalues FN,
the intuitionistic FN, etc. For further informatiaf FN, see
for example [21] — [29].

Note that it is also possible to use FN in the Wweigy
vector of the FOWA operator. The motivation for mipiso is
because sometimes it is not clear the attitudihakracter of
the decision maker and he prefers to use diffedegrees of
optimism or pessimism in order to take the decisibune to
the fact that this problem has a lot of internallpems such as
the problem that the sum of the weights is not tixane, etc.,
we will not consider this situation here.

Note also that sometimes, it is not clear how wrder the
arguments. Then, it is necessary to establish tariom for
comparing FN. For simplicity, we recommend to fallohe
policy explained in [26], [27].

From a generalized perspective of the reorderieg, sive
have to distinguish between the descending FOWAQDRA)
operator and the ascending FOWA (AFOWA) operatdre T
weights of these operators are relatedvpy w* 5.1, wherew;
is thejth weight of the DFOWA anev*,,;; thejth weight of
the AFOWA operator.

1)

of the information being used. It is defined as:

HW)= - _Zn;le In(w;) )
J:

That is, ifw; = 1h for all j, thenH(W) = In n, and the
amount of information used is maximummif= 1 for somg,
known as step-FOWA [5], [14], thad(W) = 0, and the least
amount of information is used.

The third measure was introduced in [18], it islezhlthe
divergence ofV and it is useful in some exceptional situations.
It is defined as:

mmm—2w(n —mWﬂ @)

Finally, a fourth measure that could be used ferghalysis
of the weighting vectolV is the balance operator [16]. It is
useful to analyse the balance between favouringtgements
with high values or the arguments with low valuksan be
defined as follows.

(5)

BAL(W) = Z [n+1 12J ]WJ

It can be shown thaBAL(W) O [-1, 1]. Note that for the
maximum we geBAL(W) = 1, for the minimumBAL(W) = -
and for the average criteriBAL(W) = 0. Also note that for the
median and the olympic averad®AL(W) = 0. For the Arrow-
Hurwicz aggregation, assuming that the usual aggjicy of

The FOWA operator is commutative, monotonic, bouhdethis method isilMax{a;} + (1 — A)Min{a}, BALW) = 2} - 1.

and idempotent. Different families of FOWA operatoan be
obtained by choosing a different manifestatiorhia weighting
vector such as the step-FOWA operator, the wind QMR

As it can be shown, for an optimistic situation,erdl > 0.5,
the balance is positive and for a pessimistic sinawhere/
< 0.5, the balance is negative.

operator, the FOWA median operator, the S-FOWA, the Note that it is also possible to study these messwith the

centered-FOWA operator, etc. Further information tbase
families can be found in [5].

Another interesting issue to consider is the messsdior
characterizing the weighting vector of the FOWA igper and
the type of aggregation it performs. Among othave, can
consider the attitudinal character, the entropgligpersion, the

AFOWA operator. The measures are equal with they onl
different that now the reordering is ascendant.tTibathe
weights of both orderings are relatedvgy= w*, 5.1, wherew;

is thejth weight of the DFOWA ana* 5., thejth weight of
the AFOWA operator.

divergence oW and the balance operator. The first measure, B. Heavy OWA Operator

the attitudinal character [1], is defined as:

mm—2w( ij

It can be shown tha&r O [0, 1]. The more of the weight
located toward the bottom ¥, the closerr to O and the more
of the weight located near the topWf the closerr to 1. Note
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The Heavy OWA operator was introduced in [18] and i
represents an extension to the OWA operator. Thiévation
for using this operator is because there are gitumtvhere the
available information is independent from each otred this
aspect needs to be considered in the aggregatichisl case,
the difference with the OWA operator is that thensaf the
weights is allowed to be between 1 amdnstead of being
restricted to sum up to 1. With this, we get a widkass of
aggregation operators that include mean operatord a
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totalling operators. In the following, we providelefinition of 1 D(n-j
the HOWA operator as suggested by Yager [18]. a(W) = —— Z[_] j @)

Definition 2. A Heavy OWA operator of dimensiom is a
mapping HOWA R' - R that has an associated weighting As it can be seem(W) O [0, 1]. Note that the total operator
vectorW of dimensiom such thawy, O [0, 1] and the sum of hasa(W) = 0.5.

the weights is between [f], then: The second measure, the entropy of dispersionefiset]
as:
n
HOWA@y, &,..., &) = > W;b; (6) w,
= HW = - S w, [ ] (®)
Wiz W

wherely; is thejth largest of they.

From a generalized perspective of the reorderieg, sive Note that for the total operatdd(W) = - In n.
have to distinguish between the Descending HOWA The third measure that could be introduced for
(DHOWA) operator and the Ascending HOWA (AHOWA,) characterizing the weighting vector of the HOWA ger, is
operator. The weights of these operators are telayen = the divergence ofV. It can be defined as:
W* .1, Wherew; is thejth weight of the DHOWA anev*, 54,
thejth weight of the AHOWA operator.
The HOWA operator is monotonic and commutative both  Div(W) = — Z ( —a(\N)) 9
for the DHOWA and the AHOWA operator. It is monoion |W li=1
because ifa; > d;, for all i, then, HOWAay,..., &) >
HOWA(;,..., d). It is commutative because any permutation Note that if M = n, we get the divergence for the total
of the arguments has the same evaluation. Note tteat operator and it is the same divergence than theagee That
HOWA operator is not bounded by the minimum and thg, Div(W) = (1/12)[ + 1)/(n - 1)].
maximum. In this case, it is bounded by the minimamd the Finally, the fourth measure, the balance operatou)d be
total operator which represents the sum of alkttgeiments. defined in this case as follows:
By choosing a different manifestation of the weiiggt
vector, we are able to obtain different types ofjragation 1 D(n+1-2j
operators. For example [18], the OWA operator ismfbwhen BALW) = —~ Z( ]Wj (10)
- . . Wi\ n-1
the sum of the weights is one. The total operatdound when
the sum of the weights i The minimum is found whew, =
1,w; = 0 for allj # n and the sum of the weights is one. For It can be shown thaAL(W) 0 [-1, 1]. In this case, it}] =
obtaining the maximum and the average criteriacméd find N We get the balance for the total operator.
it from different aggregations as the weighting teecan be Note also that these four measures are reducdtetosual
higher than 1. We should note that these resultidcaiso be definitions of the OWA and the FOWA operator whéh+ 1.
obtained for the AHOWA operators. By using the AHOWA operator, it is also possibleotatain
Another interesting issue to comment is the sumthef these four measures. It is straightforward to obt#ie
elements of the weighting vectw that is denoted by Yager ascending version of these measures by looking hto t
[18] as W and it is called the magnitude Wf. In order to descending one and assuming that the weights dt@WA
normalize this feature, Yager introduced a chariitg and the AHOWA are related by = w*,j.q, wherew; is the
parameter called the beta value of the veiolt was defined jth weight of the DHOWA andv*, . the jth weight of the
asf(W) = (W - 1)/ (- 1). SinceW O [1, n], then,s0 [0, AHOWA operator.
1]. As it can be seen, = 1, we get the total operator angBif
= 0, we get the usual OWA operator. Note that fidssible to . THE FuZZY HEAVY OWA OPERATOR
look to the negation gf [18]. Then,p = 1 - 8. In this case, if The fuzzy heavy OWA (FHOWA) operator represents an
p =0, we get the total operator andgpif= 1, we get the usual extension to the OWA operator. It consists in usinghe
OWA operator. same operator the characteristics of the FOWA apexgith
Once analysed the magnitude Wf it is possible to study the characteristics of the HOWA operator. Then, shene
the measures used for characterizing the weightéugor of operator will use uncertain information represeritethe form
the HOWA operator. The first measure, the attitatlin of FN with a weighting vector that ranges from HR@WA
character, can be defined as: operator to the fuzzy total operator. It can beirdef as
follows.
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Definition 3. Let ¥ be the set of FN. A FHOWA operator of
dimension n is a mappingFHOWA ¢ ¢ that has an
associated weighting vectdY of dimensionn such thaty; [
[0, 1] and the sum of the weights is betweem][1then:

=]

FHOWA®,, &,..., &) = Y w;b;
j=1

J (11)

whereb; is thejth largest of the, and thed; are FN. Among
others, we could mention as examples of FN to leel urs the
FHOWA aggregation, the triangular FN, the trapeabieN,
the L-R FN, the interval-valued FN, the intuitiaigsFN, etc.
For further information on FN, see for example [24PR5].

Note that in this case, it is also possible to Bbkin the
weighting vector of the FHOWA operator. The motioatfor
doing so is the same as in the FOWA operator. T$at
because sometimes it is not clear the attitudihakracter of
the decision maker and he prefers to use diffedegrees of
optimism or pessimism in order to take the decision

Note also that sometimes, it is not clear how torder the
arguments. Then, it is necessary to establish tariom for
comparing FN. For simplicity, we recommend to fallohe
policy explained in [26] — [27]. Note that other tineds could
be used for comparing FN.

Analysing the reordering step, we see that we have

distinguish between the Descending FHOWA (DFHOWA)

The FHOWA operator is monotonic and commutativehbot
for the DFHOWA and the AFHOWA operator. It is mooioic
because if§ > ¢ for all i, then, FHOWA®EG,;, &,..., &) >
FHOWA(é, ..., &y). It is commutative because any permutation
of the arguments has the same evaluation. ThHEHEWA(E;,
&,..., 8) = FHOWAGé,,..., é,), where §,..., &, is any
permutation of the argument§,( &,..., &). Note that this
operator is also bounded by the minimum and thel tot
operator.

In this case, it is also interesting to analysentiagnitude of
the weighting vectorW|. Following the same methodology
than the HOWA operator, we can define the magnifudef
the FHOWA operator g8W) = (W - 1) / (h— 1). Since\M O
[1, n], then,B O [0, 1]. As it can be seen, = 1, we get the
fuzzy total operator and i = 0, we get the usual FOWA
operator. In the FHOWA operator, it is also possiiol look to
the negation of3. Then,p=1- £. If p= 0, we get the fuzzy
total operator and jp = 1, we get the usual FOWA operator.

As it has been explained in the HOWA operator, once
analysed the magnitude oM| it is possible to study the
measures used for characterizing the weightingoveEbr the
FHOWA operator, we get the following. The first maee, the
attitudinal character, can be defined as:

(14)

operator and the Ascending FHOWA (AFHOWA) operator.

The DFHOWA operator is defined as in definition 3.

Definition 4. Let ¥ be the set of FN. An AFHOWA operator

As it can be seem(W) O [0, 1].
Note that the formulation is the same than the HOWA
operator because the fuzzy arguments do not dffectesult.

of dimensionn is a mappingFHOWA ¥'— & that has an 5o note that the fuzzy total operator ta§\) = 0.5.

associated weighting vectdY of dimensionn such thaty [
[0, 1] and the sum of the weights is betweem][1then:

w;b;
1

Mo

AFHOWA®R,, %...., &) = (12)

J

whereb; is thejth lowest of thef;, and thef; are FN. As it can
be seen, the only difference against the DFHOWAraipe is
that the elements; (j = 1, 2, ...,n) are ordered in an increasing

The second measure, the entropy of dispersion, bean
defined as:

way: by < b, <... < b, Then, it is easy to see that the weights

of these two operators are relatedvpy= w*, 5,1, wherew; is
the jth weight of the DFHOWA andv*,., thejth weight of
the AFHOWA operator.

If we want to use a vector notation in the FHOW A @ior,
we could assume thd is a vector corresponding to the
ordered argumentd; and we should call it the ordered
argument vector. We should also assume Watis the
transpose of the weighting vector, then, we couigress the
FHOWA operator both for the DFHOWA and the AFHOWA
operator as:

FHOWAG&,, &,..., &) =WB (13)

International Scholarly and Scientific Research & Innovation 2(12) 2008 41

HOW) =~ 3w In| ) (15)
Wiz lIw
Note that for the fuzzy total operatét(\W) =—Inn.
For the third measure, the divergencé\bfwe will use:
12 n-j 2 6
DivW) = — > w.| —-a 1
™= = (W)] (16)

If W =n, we get the divergence of the fuzzy total operator
and it is the same divergence than the fuzzy aeerégat is,
Div(W) = (1/12)[h + 1)/(n — 1)].

Finally, the fourth measure, the balance operatou)d be
defined in this case as:

17)

17 1SN1:0000000091950263
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It can be shown th&AL(W) O [-1, 1]. In this case, i} =
n, we get the balance for the fuzzy total operator.

Also note that these four measures are reduceuetodual
definitions shown in Section II.A whew| = 1.

These three measures could also be studied with
AUHOWA operator. Then, for the first measure we get

As it can be seemg(W) O [0, 1]. Note that the fuzzy total
operator has alsa(W) = 0.5.

(18)

- 1))) O0. Note that if5 = 0, Wpq = Ws, W, = 1 andw; = 0 for
all'j # n, then,aW,g) = a(W) = 0. If B=1, W =Wr,w =1
for all j anda(W,q) = a(Ws) = 0.5.

Another special allocation that it is possible &eun the
tAEIOWA operator is the fuzzy median type allocatibnthis
case, we have to distinguish between the case wlgreven
or odd. Ifn is even, we allocate the weights jor 1 toa as
Wasj = Waer4 = [1 O (W - 2(G — 1))/2)] 00. If nis odd, we
allocate the weights for = 1 toa asWas; = 1 andw,e4 =
Warr+j = [1 O ([((W - 1) = 2( — 1))/2)] O 0. As the weighting
vector is symmetrica(W) = 0.5. Note that if3 = 0, we get the
FOWA median and i3 = 1, we get the fuzzy total operator.

The next type of allocation we will study is theest

For the second measure, the result is the sameites Wowa operator. In this case, the weighting vedsdocused

DFHOWA operators although the reordering stepfiedint.
For the third measure, we get:

DiV(W) = —— S'w; (j—‘l—a(W)]z (19)
Wiz ' n-1

If W =n, we get the divergence for the uncertain tota{NOte that itk

operator and it is the same divergence than theagee Also
note that ifw, = 1 andw; = O for allj # k, theDiv(W) = 0.
And for the balance operator, we get:

(20)

It can be shown th&AL(W) O [-1, 1]. In this case, we also
get the balance for the fuzzy total operatoWif3 n.

IV. FAMILIES OF FHOWA OPERATORS

By using a different manifestation of the weightwgctor,
we are able to obtain different families of FHOWpeoators.
For example, we can obtain the FOWA operator, thezy
total operator, the fuzzy weighted average and ftiezy
minimum. The FOWA operator is obtained wh@r= 0. The
fuzzy total operator is found wheh= 1. The fuzzy weighted
average is obtained when the ordered position ebitlis the
same than the ordered position of handS = 0. Finally, the
fuzzy minimum is found whew, = 1,w; = 0, for allj # n and
£=0.

Following the same methodology that Yager [18] ufed
the HOWA operator, we can develop another group
particular cases of the FHOWA operator.

The first type of FHOWA operator we will study ibet
fuzzy push up allocation. In this case, wewget (10 (W — (j
- 1))) 0 0. Note that if5 = 0, W,, = W*, w; = 1 andw; = O for
allj# 1, then,aW,) = a(W*) = 1. If =1, Wy, =W, w; = 1
for allj anda(W,,) = a(Ws) = 0.5.

The second type of FHOWA operator we will studythie
dual allocation to the push up. This type is kn@asrthe fuzzy
push down allocation and it is definedvas;., = (10 (W - (j

International Scholarly and Scientific Research & Innovation 2(12) 2008
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at theKth largest element. That is, assuming Min[(K - 1),
(n-K)], we allocate the weights fpito b aswy = 1 andwy,; =
Weg = [10(0(WM-1)-2G-1))/2)]00. Ifb=K-1,K-1<
n =K, thenWizc4 = [1 0 (W= (1 +2)) - (- 1))] 00, forj
=lton-2K+ 1. Ifb=n-K,K-1>n-K, thenWynj =
LO(MWM-A2+2)-(G-1)]00,forj=1ton-2K + 1.
=1, the step-FHOWA becomes the fuzzy push
up allocation, folK = n, the step-FHOWA becomes the fuzzy
push down allocation and fd€ = (n + 1)/2, it becomes the
fuzzy median allocation.

Another possible allocation for the FHOWA operatothe
fuzzy uniform allocation. In this case, we assiga Wweights as
w; = W|/n for all j. In this allocation we always find a neutral
attitudinal charactea(W) = 0.5. Note that if3 = 0, we get the
fuzzy arithmetic mean.

A further special allocation for the FHOWA operatsithe
fuzzy olympic average allocation. In this type éeation, we
have to distinguish between two cases. In the dase\M <n
- 2m, we allocate the weight ag = \W/(n —2m) forj =m+ 1
ton—-m, andw; = 0 forj = 1 tomand forj =n-m+ 1 ton. In
the second case, whek| B n — 2m, we allocate the weights
asw, = 1forj=m+ 1ton-mandWnmn.4 = Wyms = [10
(W = (n-2m)) — 2(j - 1))/2)] OO0 forj = 1 tom.

Finally, the last type of allocation we will considfor the
FHOWA operator is the Arrow-Hurwicz aggregation J30
Assuming thatW| =q and dimensiom, we define the weights
in two directions, push up and push down. First,cakeulate
@=A0Ug-(-1))00 forj=1tonandw,; = (10((1
-A)g-( -1)))00 forj = 1 ton. Then, we define the weights
asw; = @ + w;. Note thatey = 0 for allj 2 Aq + 12 AW + 1
gndw;=0forjsn-(1-Agsn-W +AW.

If we use a similar methodology for the AFHOWA ogier
as it has been shown above for the DFHOWA operatocan
obtain a wide range of special cases of AFHOWA ajues.
For example, we could analyse the AFOWA operatbe, t
fuzzy total operator, the fuzzy weighted average the fuzzy
minimum criteria. The AFOWA operator is found whér 0.
The fuzzy total operator is found whegh= 1. The fuzzy
weighted average is obtained when the orderediposif the
bj is the same than the ordered position ofahand 5 = 0.

1SN1:0000000091950263
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Finally, the fuzzy minimum is found whem, = 1,w; = 0, for [10] Z.S. Xu, “A fuzzy ordered weighted geometric operand its
allj #1andB=0 application in fuzzy AHP”Systems, Engineering and Electroniesl.
: 24, pp. 31-33, 2002.
Another group of AFHOWA operators that could bgi1] z.s. Xu, “An Overview of Methods for Determining G\\Weights”,
obtained are the fuzzy push up allocation, theyfymesh down Int. J. Intelligent Systemsol. 20, pp. 843-865, 2005.

; ; _ [12] Z.S. Xu, and Q.L. Da, “An Overview of Operators faggregating
allocation, the fuzzy median type, the step-AFHOWpe, the Information”, Int. J. Intelligent Systemsol. 18, pp. 953-969, 2003.

fuzzy uniform allocation, the olympic AFHOWA avemgnd [13] RR. Yager, “On generalized measures of realizaionuncertain
the Arrow-Hurwicz AFHOWA aggregation. Note that the  environments”Theory and Decisiarvol. 33, pp. 41-69, 1992.

formulation of these families is very similar to eth [14] R.R. Yager, “Families of OWA operator$?uzzy Sets and Systemsl.

. . . . ) 59, pp. 125-148, 1993.
corresponding descending version with the onlyedéffice that [15] RR. Yager, “On weighted median aggregatiofrit. J. Uncertainty

now the reordering is ascendant. Therefore, thgheiof the Fuzziness Knowledge-Based Systemk 2, pp. 101-113, 1994.
ascending families are related to the descendingliés by [16] R.R. Yager, “Constrained OWA Aggregatioffuzzy Sets and Systems

. _ . . . vol. 81, pp. 89-101, 1996.
usingw; = W*n-i’rl’ Whel’er is thejth weight of the DFHOWA [17] R.R. Yager, “Quantifier Guided Aggregation Using @Wperators”,

andw*,, ., thejth weight of the AFHOWA operator. Int. J. Intelligent Systemsol. 11, pp. 49-73, 1996.
[18] R.R. Yager, “Heavy OWA OperatorsFuzzy Optim. Decision Making
vol. 1, pp. 379-397, 2002.

V. CONCLUSION [19] R.R. Yager, “Monitored heavy fuzzy measures and tioée in decision
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