
 

 

  
Abstract—Estimating the lifetime distribution of computer 

networks in which nodes and links exist in time and are bound for 
failure is very useful in various applications. This problem is known 
to be NP-hard. In this paper we present efficient combinatorial 
approaches to Monte Carlo estimation of network lifetime 
distribution.  We also present some simulation results. 
 

Keywords—Combinatorial spectrum, Monte Carlo, Network 
lifetime, Unreliable nodes and edges. 

I. INTRODUCTION 
N this paper we consider efficient combinatorial Monte 
Carlo (MC) approaches for estimating network lifetime 

distribution. It is a well known fact that most network 
reliability problems are NP-hard and therefore only using 
Monte Carlo methods will produce computational results for 
large networks. Most MC applications are actually Crude 
Monte Carlo (CMC) applications, which are very inefficient 
and have a major drawback. Their drawback is the unbounded 
growth of the relative error as a result of increase in reliability. 
A detailed description of the CMC scheme and essentially not-
CMC scheme with its advantages can be found in [22]. We 
skip a detailed survey of the background and only note several 
main research directions from our point of view. 

- Algorithms for reliability computation [1]-[5]. 
- Reliability estimation by means of simulation [6]-[17], 

[22]. 
- Constructing tractable lower and upper bounds on the 

network reliability [18]-[20]. 
In this paper we develop a combinatorial MC approach for 

a network with unreliable nodes and edges, which is more 
complicated and realistic than the common case of either 
unreliable nodes or edges. Our approach utilizes networks 
combinatorics, which enhances the performance of these 
methods.   

The rest of this paper is organized as follows. In section II, 
we give an MC schema of lifetime distribution function 
estimation for a network with non-identical nodes and non-
identical edges. This schema is a generalization of a method 
developed in [17] for the case of a network with unreliable 
edges. The main tool of this method is the use of Lemma 1, 
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which extremely accelerates the simulation process. In section 
III, we consider a network with identical nodes and identical 
edges. In this case, we use a very effective two-dimensional 
spectrum, proposed in [22]. In section IV, we give an 
approximation formula for dynamic network reliability 
function based on famous Burtin-Pittel theorem [23]. Some 
simulation results are given in section V. 

A. Basic Notations and Definitions 
All networks have vertices (nodes) and edges. There are 

many types of networks varying on their performance 
definitions and therefore with different concepts of reliability. 
Let K-network be an undirected graph ( , , )N V E K=  with a 

node-set V , an edge-set E  and a set K V⊆ of special nodes 
called terminals. Also let | |V n=  and | |E m= . A node 
which is a terminal will be called a terminal, while other 
nodes will be referred to as nodes. 

In our model, terminals can never fail, while nodes and 
edges can.  If an element (either node or edge) fails, we say 
that it is down; otherwise we say it is up. A state of a 
network, ( , )X Y , where ,X E Y V⊆ ⊆ is defined as being 
Good if any two terminals are connected by a path consisting 
of edges from  X and nodes from Y. Otherwise it is Bad. 

There are two network reliability models: static and 
dynamic. The standard static network reliability problem is 
defined as follows; assume that edges and nodes fail 
independently. By ep  and vp  we denote the respective 
probabilities if edge e and node v not being up. We wish to 
compute ( ) the network  is in the  state( ).R N P N Good=  

There are two variants of the dynamic network model. The 
first type is when the network elements (both nodes and 
edges) are nonrenewable. At t=0 each element is up. Edge e 
fails at time eτ  and node v  fails at time vτ . The lifetime of the 

network *τ  is defined as the instant at which the network 
becomes Bad.  

The second type is when the network elements are 
renewable. This time, each element behaves independently 
according to a two-state Markov process. The network 
lifetime, by definition, is the first instant when the state of the 
network becomes Bad (assuming the initial state was Good). 
Similarly it can be defined as the first instant when the 
network becomes Good (assuming the initial state was Bad).  

The common ground for investigation of the networks 
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above in the case of unreliable nodes and edges is the use of 
combinatorial approaches developed in [8]-[9], [14]-[17] and 
[21]-[22] (most of which are for static networks). In this paper 
we restrict our attention to the first type of dynamic networks. 

II. LIFETIME ESTIMATION FOR NETWORK WITH NON-
IDENTICAL EDGES AND NON-IDENTICAL NODES 

The purpose of this section is to estimate the network 
lifetime, i.e. estimate the function *( ) ( )NF t P tτ= ≤ . Recall 
that at 0t = all elements are up. The network fails if at least 
one of the terminals gets disconnected from the others. The 
straightforward estimation of the function *( ) ( )NF t P tτ= ≤  
may be carried out as follows. 

 

A. Simulation Scheme 1 
Step1. Simulate element according to its lifetime distribution: 
edge e with ( )eF t and node v with ( ).vF t  
Step 2. Order the elements lifetimes in an increasing order: 

1 2 ....
n mi i it t t

+
< < <  

Step 3. Determine the instant of network failure * .
ri

τ τ=  

Repeat Steps 1-3 N times. 
Step 4. Order N replicas of network lifetime * * *

1 2 ... .Nτ τ τ< < <  
Step 5. Estimate ( )NF t as follows: 

*#  ( ( ))
( ) , , 2 ,..., .i

N
of t

F t t r
N
τ

= = Δ Δ ⋅ Δ  

Step 6. Estimate the [ ( )]NVar F t  as 
ˆ ˆ( )(1 ( ))ˆ ˆ[ ( )] , , 2 ,..., .N N

N
F t F t

Var F t t r
N
−

= = Δ Δ ⋅ Δ  

 
Remark. Let the critical element be an element which 

disrupts the terminal connectivity at time *τ . A 
straightforward implementation of step 3 means a repeated 
operation of checking network connectivity at times 

1 2
, ,... ,

n mi i it t t
+

< , which is very time consuming. We propose a 

very efficient method which will determine the instant of 
network failure. 

B. Algorithm for Network Failure Determination 
Given a network ( , , )N V E K= , let 1 2 ... n mt t t +< < < be the 

lifetimes of network elements (nodes and edges). Denote by 
ix  the element which corresponds to lifetime .it  For every 

network edge ( , )i l mx x x= , where ix  is an edge and ,l mx x are 
nodes, assign min{ , , }i i l mw t t t= . For every network node jx , 

assign j jw t= . Let VT  be the maximal spanning tree of V . 

We say a network element ix  is terminal-irrelevant in VT  if 
its removal does not disconnect the terminals. Let KT be a 
terminal-relevant-subtree of VT  obtained by removing all 
terminal-irrelevant elements. Next we find the network 

lifetime and the critical element by using the following 
Lemma. 

 
Lemma 1. Let iw  be the minimal weight element in KT . 

Then the network lifetime is *
iwτ =  and we consider two 

cases: 
1. If ix is a node, then the corresponding node is 

critical. 
2. If ( , )i l mx x x=  is an edge, then the critical element is 

the one which corresponds to the minimal lifetime 
min{ , , }i l mt t t  (it can be either the edge ix , or one of 
the nodes ,l mx x ). 

 
Proof. Suppose that *τ is not the true network lifetime. Let 
' *τ τ≠  be the true network lifetime. Therefore, either 
' *τ τ<  or ' *τ τ> . We will show both cases are not 

possible. 
Case ' *τ τ< : The network is still in the Good state at 

time ' *τ τ< , since all the elements in KT  are still up – a 

contradiction to 'τ  being the network lifetime. 
Case ' *τ τ> : In this case, there exists some spanning 

tree '
VT  and a terminal-relevant-subtree '

KT  so that for each 

element '
ix in '

KT  it holds ' *
iw τ> . Note that in VT  there is at 

least one edge with weight *τ . In a similar way as in the 
famous Kruskal algorithm for MST, we will remove the 
minimal edge e in VT  (the one with weight *τ ) which will 
result in two disconnected components. Then we would take 
an edge e' in '

KT  which connects this two components. The 
resulting graph is a tree and has a weight which is greater than 
the weight of VT  - a contradiction to VT  being the maximal 
spanning tree of V .                                               ■ 

 
Remark. Lemma 1 in [8] and [17] addressed the case of 

reliable nodes and unreliable edges. The algorithm described 
above is a generalization of this Lemma to the case of both the 
nodes and the edges being unreliable. 

 
Example. Let us illustrate the proposed algorithm. In    Fig. 

1.a there is a network with 20 elements, 3 of which are 
terminals (A,D,F). And let  

2 12 11 3 10 6 9

1 4 5 8 7 13

B

C E G

t t t t t t t t
t t t t t t t t t
< < < < < < < <

< < < < < < < < <
 

be the order of elements lifetimes. For simplicity, suppose all 
time increments are 1. In Fig. 1.b the weight assignment stage 
is illustrated. In Fig. 1.c a maximal spanning tree is 
constructed. Nodes B, E and edges 5,8 are terminal-irrelevant. 
The terminal irrelevant edges are emphasized.  As a result, the 
critical element is node C and the network lifetime is * 8τ = . 
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Fig. 1(a) 

 
 

 
Fig. 1(b) 

 
 

 
Fig. 1 (c)       

 

C. Simulation Scheme 2 
We alter the simulation scheme to make use of the 

algorithm in B. 
 

Step1. Simulate element according to its lifetime distribution: 
an edge e with ( )eF t and a node v with ( ).vF t  
Step 2. Use the algorithm in B to obtain the critical element 
and its lifetime *τ . 

Repeat Steps 1-2 N times. 
Step 3. Order N replicas of network lifetime * * *

1 2 ... .Nτ τ τ< < <  
Step 4. Estimate ( )NF t as follows: 

*#  ( ( ))
( ) , , 2 ,..., .i

N
of t

F t t r
N
τ

= = Δ Δ ⋅ Δ  

 
 
 

III. USING THE COMBINATORIAL SPECTRUM TO ESTIMATE 
THE NETWORK LIFETIME 

The combinatorial invariant of the network – its 
combinatorial spectrum is very useful and was used in [17] 
and [22] for different purposes. Here we use it for evaluating 
the lifetime distribution for a network with unreliable and 
identical edges and unrelable and identical nodes. Using this 
highly efficient method provides a significant gain in the 
simulation time. Since the spectrum concept is relatively new, 
we start by giving a short description of it, based on our 
previous paper [22]. 

Let VΠ be a set of all possible node permutations of nodes 
in V and let EΠ be a set of all edge permutations of edges in E. 
Define the following Cartesian product to be \V K EΠ = Π × Π . 
Every permutation π ∈ Π is a pair \( , )V K Eπ π , where 

\ \ ,V K V K E Eπ π∈ Π ∈ Π . By sub-permutation ( , )i jπ of π we 
denote a sequence constructed out of the first i nodes from 

\V Kπ  and first j edges from Eπ . For each sub-
permutation ( , )i jπ  we define a network state ( ( , ))N i jπ , 
where all the nodes and edges in ( , )i jπ are up and all the other 
nodes and edges are down. 

For example, ( ( , ))N i mπ is a state with first i nodes being 
up with all other nodes being down. Recall that m is the total 
number of edges; therefore all the edges are up as well. 

Next we define an anchor. This definition slightly differs 
from the one in [22]. The anchor plays a central role in all 
combinatorial approaches. 

Definition 2.1. Associate with each permutation π ∈ Π a set 
of indexes pairs ( )A π as follows. Let ( )r r π= be the first 

index in permutation π so that ( ( , ))N r mπ  is Good and for a 
fixed index r, let ( )s s π=  be the first index in π so that 

( ( , ))N r sπ  is Good.  Then, 
( ) {( , ) | , }A i j i r j sπ = ≥ ≤ , 

where j is the first index so that ( ( , )) is N i j Goodπ .  
Each state ( ( , ))N i jπ  with ( , ) ( )i j A π∈ is called the anchor 

of permutation π (there may be several anchors defined by a 
single permutation). 

Definition 2.2. Denote by ,i jx  the number of all 

permutations π such that ( ( , ))N i jπ  is an anchor of .π We say 
that the set 

SP= ,{{ },1 ,1 }i jx i n j m≤ ≤ ≤ ≤  
is the combinatorial spectrum of the network. 

 
The following example demonstrates these definitions. 
Example. In Fig. 2 there is a simple network with 4 nodes. 

Nodes S and T are terminals. 
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Fig. 2 Simple network with 4 nodes 

 
We consider the following permutation: 

(( , ), (1,3, 4, 2,5))V EA Bπ π π= = = . First we identify the index 
r  so that ( ( ,5))N rπ  is good and obtain 1r = . As a result, the 
first anchor of the permutation is ( (1,4)),N π i.e. the state in 
which node A and edges 1,3,4,2 are up and the rest of the 
elements are down. The second (and the last) anchor of the 
permutation is ( (2,3)),N π in which nodes A, B and edges 
1,3,4 are up and the rest of the elements are down. It is easy to 
get the combinatorial spectrum of this network:  

1,2 1,3 1,4 1,5

2,2 2,3 2,4

24, 48, 72, 96,
48, 144, 48

x x x x
SP

x x x
= = = =⎧ ⎫⎪ ⎪= ⎨ ⎬= = =⎪ ⎪⎩ ⎭

. 

For all other values of ( , )i j we get , 0.i jx =  
Based on the combinatorial spectrum we obtain the static 

network reliability: 

,
1 1

( ) ( , )
n m

r s
r s

R N x f r s
= =

= ∑∑ , 

where 
1 1

( , )
!( )! !( )!

m
r n r j m j
v v e e

j s
f r s p q p q

r n r j m j
− −

=

=
− −

∑ . 

The appropriate Monte Carlo computational scheme may be 
constructed in a similar way as in [22]. If we 
put 1 ( ), ( )v v v vp F t q F t= − =  and 1 ( ), ( )e e e ep F t q F t= − =  we 
can obtain the expression for ( )NF t . Note that if we know the 
combinatorial spectrum of the network, then the computation 
of ( )NF t  is straightforward without any simulations.  

Moreover, we can use the same combinatorial spectrum for 
computing different distribution functions of network 
elements. 

Remark. We can ask why for the same purpose not to use 
the one-dimensional spectrum, which is much more 
comfortable in use rather than the two-dimensional one. In 
this one-dimensional case the permutation is a sequence of 
"intermixed" nodes and edges. 

There are two reasons not to use this approach. First, note 
that the permutations are much longer: ( )! ! !n m n m+ > ⋅ , 
which essentially affects the method efficiency. The second 
reason is that we can consider only identical nodes and edges, 
that is e vp p=  for all edges and nodes, which is much less 
applicable. 

IV. THE APPROXIMATION FORMULA FOR NETWORK LIFETIME 
DISTRIBUTION 

In this section we describe a method for computing the 
approximation of network lifetime distribution in the case of 
elements lifetime exponential distribution. We would use one 
of the Burtin and Pittel theorem formulations described in 
[23]. 

Let S be a monotone system, which means that the superset 
of the Good state is also a Good state. Suppose that the 
lifetimes of all elements have exponential 
distribution ~ exp( )i iτ λ  and ,  where 0i iλ α θ α= ⋅ → (i.e. we 
consider very reliable systems). Denote by rD  the set of all 
minimal cuts of minimal size r. For some cut rC D∈ , we 

define by ( )I C  the set of element indexes in C . Then the 
system reliability expression is formulated as follows: 

( ) exp( ( )) ( ) r r r
SR t t g Oα θ α= − ⋅ ⋅ +  

(the Weibull distribution), where
( )

( )
r

i
C D i I C

g θ θ
∈ ∈

= ∑ ∏   

Let us show an example of the above. 
Example. Consider a network shown in Fig. 2. This 

network is a monotone system. The size of a minimal cut is 
2r = , as a result 
2 {(1, 4), (2,3), ( , ), ( , 4), ( ,3), ( ,1), ( , 2)}D A B A A B B= . 

For simplicity, assume that all lifetimes distribute 
exponentially with the same , , 0λ λ α θ α= ⋅ → . 
Therefore, 2( ) 7g θ θ= ⋅  and 2 2( ) exp( 7 )NR t α θ≈ − ⋅ ⋅ . 

The approximation formula described above is very useful 
for reliable networks. To use it, one has to enumerate all the 
minimal cuts of minimal size in conjunction with the 
appropriate values of iθ . 

In the case of identical nodes and identical edges it may be 
done very efficiently by using the combinatorial spectrum. 
Take some permutation π and one of its anchors ( ( , ))N i jπ . 
According to Definition 2.1 the set of nodes and edges 

1{( ,..., ), ( ,..., )}i n j mx x y y+  is some minimal cut, where 

1,...,i nx x+  are nodes and ,...,j my y  are edges. It follows that 
we would obtain a minimal cut of minimal size for the 
maximal value of i j+  and the size of the cut would be 

1r n m i j= + − − + . If the spectrum element ,i jx  is of the 
maximal size i j+  then the number of minimal cuts of 
minimal size which are related to this pair of indexes is 

,

! ( )!( 1)( 1)!
i jx

i n i j m j⋅ − − − +
. Therefore to get the number of all 

minimal cuts of minimal size we must consider all pairs of 
indexes ( , )i j  that are of a maximal size i j+ . 

Note that if we use the two-dimensional combinatorial 
spectrum we can obtain all the desired cuts of the form "nodes 
and edges" and "only edges", but not "only nodes". This is 
because in the anchors construction, the last element is always 
an edge and as a result, it is a part of the cut. Thus to get the 
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desired cuts of all forms, we also have to construct a one-
dimensional spectrum of nodes.  

Example. Consider the network in Fig..2 and the Example 
in section IV. We see that the values  1,5 96x =  and 2,4 48x =  
are related to maximal size 6. The minimal cuts of the form 
"nodes and edges" are ( , 4)A , ( ,3)A , ( ,1)B  and ( , 2)B . Their 

number is computed in the following way: 96 4
1! 4!

=
⋅

. The 

number of the minimal cuts of the form "only edges" is 
48 4

2! 3!
=

⋅
. 

In order to get the desired values for large networks we 
have to simulate the combinatorial spectrum according to the 
Monte Carlo schemes from [22]. We denote by M the number 
of repetitions in the simulation scheme and by ,i jy  the values 

of the simulated spectrum. Then the values ,
,

! !i j
i j

y n m
x

M
⋅

=  

are the unbiased estimators for the true values of ,i jx . 
Similarly we can use the one-dimensional spectrum for 
computing the cuts of the form "only nodes ". 

V. NUMERICAL RESULTS 
Here we present some simulation results obtained by the 

MC scheme described in sections II-IV based on 100000 
replications. The results we provide are in the form of 
reliability: ( ) 1 ( )N NR t F t= − . 

In TABLE I we show the estimates for two networks; the 
first is a mesh network with 36 nodes and 75 edges; the 
second is a hypercube 6H  with 64 nodes and 192 edges. The 
computations were performed for 0.1λ = . The columns 
marked with II hold the results obtained by using a method 
described in Section II, while the results in columns marked 
with III are obtained using the method from Section III. We 
can see that both methods produce almost identical results. 

In TABLE II we bring the results for a mesh network with 
36 nodes and 75 edges obtained by using the approximation 
formula from Section IV, performed for 0.1, 0.5λ = . For 
comparison purposes we added computation results in 
columns marked with III obtained by using the method in 
section III. As expected, the approximation formula provides 
us with very good results for small values of t and λ . 

VI. CONCLUSION 
(1) To the best of our knowledge, very few works were 

conducted on dynamic networks, especially for the case of 
unreliable nodes and edges. 

(2) The algorithm, suggested in [17] and in section II is 
very effective due to Lemma 1. 

(3) The method suggested in section III is very effective 
since it makes use of the combinatorial spectrum. Once the 
combinatorial spectrum is computed it can be used for as 
many values of nodes and edges probabilities as desired. 

(4) In our previous work [22] we already stressed out the 
main advantages of using combinatorial spectrum for a static 
network. Here we showed that it can be very useful for 
solving different reliability problems for dynamic networks. 

 
TABLE I 

RELIABILITY ESTIMATION BY TWO METHODS 

t R of Mesh R of Hypercube 
 II III II III 

0.1 0.9999 0.9999 0.9999 0.9999 
0.2 0.9998 0.9999 0.9999 0.9999 
0.3 0.9996 0.9996 0.9999 0.9999 
0.4 0.9990 0.9991 0.9999 0.9999 
0.5 0.9980 0.9982 0.9999 0.9999 
0.6 0.9968 0.9970 0.9999 0.9999 
0.7 0.9950 0.9953 0.9999 0.9999 
0.8 0.9928 0.9930 0.9999 0.9999 
0.9 0.9898 0.9902 0.9999 0.9999 
1.0 0.9850 0.9867 0.9999 0.9999 
1.5 0.9565 0.9567 0.9994 0.9994 
2.0 0.8973 0.8978 0.9976 0.9972 
2.5 0.8020 0.8018 0.9923 0.9917 
3.0 0.6732 0.6711 0.9807 0.9799 
3.5 0.5242 0.5224 0.9584 0.9575 
4.0 0.3782 0.3784 0.9188 0.9179 
4.5 0.2582 0.2567 0.8545 0.8532 
5.0 0.1653 0.1645 0.7580 0.7575 
5.5 0.1001 0.1006 0.6336 0.6333 
6.0 0.0581 0.0593 0.4951 0.4945 
6.5 0.0341 0.0339 0.3628 0.3607 
7.0 0.0190 0.0189 0.2462 0.2472 

 
TABLE II 

RELIABILITY ESTIMATION BY THE APPROXIMATION FORMULA 

t 0.1λ =  0.5λ =  
 III IV III IV 

0.1 0.9999 0.9999 0.9982 0.9978 
0.2 0.9999 0.9999 0.9866 0.9822 
0.3 0.9996 0.9995 0.9566 0.9411 
0.4 0.9991 0.9988 0.8978 0.8659 
0.5 0.9982 0.9978 0.8017 0.7548 
0.6 0.9970 0.9961 0.6710 0.6151 
0.7 0.9953 0.9938 0.5223 0.4622 
0.8 0.9930 0.9908 0.3784 0.3160 
0.9 0.9902 0.9870 0.2567 0.1939 
1.0 0.9867 0.9821 0.1645 0.1054 
1.5 0.9567 0.9411 0.0104 0.0005 
2.0 0.8978 0.8659 0.0004 0.0000 
2.5 0.8018 0.7548 0.0000 0.0000 
3.0 0.6711 0.6151 0.0000 0.0000 
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