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Abstract—Skin color based tracking techniques often assume a
static skin color model obtained either from an offline set of library
images or the first few frames of a video stream. These models
can show a weak performance in presence of changing lighting or
imaging conditions. We propose an adaptive skin color model based
on the Gaussian mixture model to handle the changing conditions.
Initial estimation of the number and weights of skin color clusters
are obtained using a modified form of the general Expectation
maximization algorithm, The model adapts to changes in imaging
conditions and refines the model parameters dynamically using spatial
and temporal constraints. Experimental results show that the method
can be used in effectively tracking of hand and face regions.

Keywords—Face detection, Segmentation, Tracking, Gaussian
Mixture Model, Adaptation.

I. INTRODUCTION

HUMAN body, face or hand movements are very com-

plicated in comparison to artificial articulated objects.

This means that all available cues which can narrow the search

space in tracking or detection systems should be considered.

Among these features, spatial, temporal and textural features

are the most important ones. The simplicity and obvious-

ness of skin color as an effective cue for hand and/or face

segmentation and tracking has caused many researchers to

develop methods based on this feature [15], [1], [2], [18], [14].

The most important parameter in developing skin color based

segmentation methods lies in choosing the color space and the

model used for representing the distribution of the skin color

values. A later step involving processing the segmentation

results can be affected drastically from the color distribution

model parameters and the space used, so an efficient segmen-

tation is the key feature in the successful implementation of

detection and tracking systems. Pixel-based skin color segmen-

tation on the other hand is very sensitive to the environmental

effect such as noise and illumination. Parametric techniques

which use statistical models have been more or less successful

in reducing some of these impacts but since the stochastic

models are based on static parameter computation, temporal

effects such as gradual change of illumination are either not

dealt with or had a negative impact like decreased accuracy of

the model. The method proposed here is based on the Gaussian

Mixture Model (GMM) with the exception that the training

step is a dynamic one which makes it possible for the model
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to adapt itself with the environmental changes. The spatial and

temporal constraints are also applied to the model adaptation

which makes the method applicable to motion detection in

video stream compression as well. These considerations put

our algorithm in both pixel-based and region based groups of

methods.

The remainder of this paper is organized as follows. Sec-

tion II describes the different color space conversions that

are used in the skin color modeling. Section III discusses

the Gaussian mixture model followed by Section IV describes

the modified Expectation maximization algorithm. Section V

explains model adaptation. Experimental results are discussed

in Section VI. Finally, conclusions are given in Section VII.

II. SKIN COLOR MODELING

Pixel-based skin color detection methods aim at introducing

a tool for measuring the distance of each pixel color to skin

color tones. The color itself can be represented in many

different ways among which the most widely used ones are

summarized below.

A. RGB and Normalized RGB

The RGB color space has been widely used for processing

and storing digital image data. This model describes each

color as a weighted combination of three base components

Red, Green and Blue. However, high correlation between

components and mixing luminance with chromaticity makes

it very sensitive to changes in imaging conditions such as

lighting. Normalized RGB tries to reduce the dependence of

each component to the brightness of the pixel by normalizing

each component using:

r =
R

R + G + B
g =

G

R + G + B
b =

B

R + G + B
.

(1)

In fact, since the sum of the normalized components is

equal to 1, the third component does not hold any significant

information. The simplicity of these color spaces has been the

main reason for their popularity in skin color detection [8],

[4].

B. Hue Saturation Lightness Model

Hue Saturation Lightness (HSL) model describes color with

dominant color (Hue), colorfulness in proportion to the bright-

ness (Saturation), and the amount of luminance (Lightness).

The most important characteristic of the model is its explicit

discrimination of luminance from chrominance. This makes
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the model insensitive to brightness at white color and ambient

light; the properties that have attracted many researchers to

put their skin color detection works on this model [19], [11],

[16], [3]. H, S, and L components are computed using the

following equations.

H = arccos
1

2
((R − G) + (R − B)

√

(R − G)2 + (R − B)(G − B)
. (2)

S = 1 − 3
min(R,G, B)

R + G + B
. (3)

V =
1

3
(R + G + B). (4)

The model, however, has the disadvantage of being discon-

tinuous at points where the brightness is very low (very dark

points).

C. YCbCr

The YCbCr color space was developed as part of ITR-R

BT.601 during the development of a world wide digital com-

ponent video standard which is commonly used by European

television studios. YCbCr separates luminance from chromi-

nances in RGB values using a linear transform consisting of

a weighted some of the three components. The simplicity of

the transform which is given in Equation (5) and the explicit

separation of luminance have made the model very attractive

for skin color detection [5], [10], [17].

Y = 0.299R − 0.587G − 0.114B. (5)

Cb = R − Y. (6)

Cr = B − Y. (7)

D. Non-parametric Color Distribution Modeling

This group of methods estimates the probability of a color

value from the training data without defining any explicit

model. The probability of a color value being a skin color

is estimated by quantizing the histogram of the data. A

conditional probability based on Bayes classifier is commonly

used for separating skin and non-skin pixels [8], [19], [5], [10].

The Bayes classifier rule is given as:

P (skin|c) =
P (c|skin)P (skin)

P (c|skin)P (skin) + P (c| − skin)P (−skin)
.

(8)

where P (skin|c) is the probability of being a skin pixel given

the color value c.

E. Parametric Color Distribution Modeling

Parametric color distribution tries to describe the chromi-

nance feature space using a statistical model. Obviously the

key problem here is finding the best model and estimating

its parameters. The estimation should reasonably well fit the

training data where the goodness of fit depends on the shape

of the distribution and therefore the color space used [17], [9].

F. Single Gaussian Model

A multivariate normal distribution of a D-dimensional ran-

dom variable x is defined as:

N(x; µ,Σ) =
1

(2π)
D

2 |Σ|
1

2

exp[−
1

2
(x−µ)T Σ−1(x−µ)]. (9)

where µ is the mean vector and Σ the covariance matrix

of the normally distributed random variable x. The model

parameters are estimated from the training data using the

following equations.

µ =
1

n

n
∑

i=1

ci. (10)

Σ =
1

n − 1

n
∑

i=1

(ci − µ)(ci − µ)T . (11)

Either the p(c|skin) probability or the Mahalanobis distance

from the c color vector to mean vector µ, given the covariance

matrix Σ can be used to measure the similarity of the pixel

with the skin color [7].

III. GAUSSIAN MIXTURE MODEL

Despite the fact that the single Gaussian models have

been successfully used to represent features and discrimi-

nate between different classes in many practical problems,

the assumption of single component requires a single basic

class which smoothly varies around the class mean. This

requirement assumes a unimodal distribution which may cause

intolerable error in estimation and discrimination. A better

approximation can be obtained when the values are gener-

ated by one of the several randomly occurring independent

sources [13], [12]. In this case the distribution function is a

multimodal one which can be estimated using a finite number

of mixed Gaussian or a Gaussian mixture model. The GMM

probability density function can be defined as a weighted sum

of Gaussian as [6]:

P (x; θ) =
N

∑

i=1

αiG(x;µi, αi). (12)

where αi is the weight of ith component. The weight can be

interpreted as a priori probability that a value of the random

variable belongs to the ith group. G is a Gaussian probability

density function with parameters µ and σ. In addition, x is

a sample input and N is the number of components. The

parameter list of the Gaussian mixture model probability

density function is given by:

θ{αi, µi, σi} for i = 1..N. (13)

Model parameter estimation is performed using a well known

iterative method called Expectation Maximization (EM) which

assumes that the number of components is known beforehand.

Here we have introduced a modified form of this algorithm

which can change the initial estimation of the number of

components and is more suitable for our application.
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IV. MODIFIED EXPECTATION MAXIMIZATION ALGORITHM

Considering that skin colors samples from different eth-

nic groups generates a multimodal random variable, a finite

mixture model is used to approximate the pdf. Here we have

assumed that a Gaussian form is sufficient for each single

source. Suppose X is the set of independent samples drawn

from a single distribution by P (x; θ) where θ is the list of

parameters of the probability distribution function (pdf). Max-

imum Likelihood function given in Equation (12) estimates

the set of parameters which describes the sample data best.

L(X; θ) =
N
∏

n=1

P (xn; θ). (14)

The EM algorithm is used for calculating the distribution

parameters using maximum likelihood. The algorithm can also

be used to handle cases where an analytical approach for

maximum likelihood estimation is infeasible, such as Gaussian

mixtures with unknown and unrestricted covariance matrices

and means. The EM algorithm includes two steps:

1) Expectation or E step

This step consists of forming the function given in the

following equation.

Q(θ; θi) = E[lnL(X; θ)|X; θi]. (15)

where θi is the current list of the parameters and θ

is a variable which will return the new parameters.

Equation (15) defines the relation using the logarithm of

the likelihood function. Because of the monotonicity of

the logarithm function, instead of the likelihood function

sometimes its logarithm called log-likelihood is used

which is simpler to deal with.

2) Maximization or M step

This step involves maximizing Q(θ; θi) with respect to

θ as shown in the following equation.

θi+1 = arg max
θ

Q(θ; θi). (16)

The modified EM algorithm starts with an initial number

of component and an initial parameter list. The algorithm

consists of two stages. The first stage follows the general EM

algorithm with a fixed number of components. Stage two tries

all elements of the components. If the distance of an element

to the mean of its component is greater than 2.5σ2 then a new

component is created having that as the seed element. A post-

processing step removes components with number of elements

less that a threshold. The members of these components are

considered as outliers and ignored.

V. MODEL ADAPTATION

The parameters of the GMM model is initially estimated

using a set of training points. However, the imaging conditions

such as lighting may change as time passes. The model

parameters are regularly adapted to cope with these changes.

The adaptation is based on two important heuristics:

1) The pixels in a segmented connected component in

a frame should maximize the same component in the

mixture of pdf s. This fact imposes a restriction based

on the spatial proximity of the skin pixels.

2) The pixels from a segmented connected component

should maximize the same component in the mixture

of pdf s in the consecutive frames. This rule imposes

temporal restriction on classification.

Violations from the above mentioned heuristics are due to

changing conditions which should be compensated for by

adapting model parameters. The proposed algorithm is as

follows:

• Segmentation

The segmentation step aims at separating and classify-

ing all skin color pixels in connected components. A

Gaussian Component Map (GCM) is also defined and

initialized for all frame pixels. An entry in this map

shows to which Gaussian component a skin color belongs.

If a pixel is not classified as a skin color then the

corresponding place in GCM is initialized to -1 as shown

in Algorithm 1.

Algorithm 1 Segmentation Algorithm

for each pixel x do

if P(x,θ)>Threshold then

Classify the pixel as skin color

c=Maxarg( G(x,µi,σi) ), i=1..N.

Assign c to the Gaussian Component to which the

current pixel belongs in the GCM.

else

Assign -1 as the corresponding Gaussian component in

the GCM.

end if

end for

Find all connected components in the skin colored pixels.

• Model adaptation using spatial restriction.

This step assumes that the skin colored pixels in a con-

nected component should belong to the same Gaussian

component. However, due to changing illumination con-

ditions this restriction may not be satisfied and therefore

the model parameters should experience a gradual drift

to incorporate the new conditions. Algorithm 2 shows the

procedure.

• Model adaptation using temporal restriction.

We assume that a segmented component in a frame will

experience a slight displacement in the following frame

but no major changes should we have in the Gaussian

component map obtained in step a and updated in the

second step. This is given in Algorithm 3.

Updating model is performed as follows:

µc(i) = [1 − α]µc(i − 1) + αI. (17)

σ2
c (i) = [1 − α]σ2

c (i − 1) + α[µc(i)I]2. (18)

where µc(i) and σ2
c (i) are the mean and standard deviation

of the component c after being updated. In addition, I is the

pixel value which triggers the adaptation process. The number
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Algorithm 2 Segmentation Algorithm

for i in the segmented components do

for j in the skin colored pixels of i do

Define a window W with height and width equal to H

centered at pixel j.

D ← DominantSkinColoredComponent(W)

if j does not belong to the Gaussian component D then

Update model by adapting component D

end if

if Gaussian component of j does not match with its

corresponding value in GCM then

Update GCM

end if

end for

end for

Algorithm 3 Segmentation Algorithm

for all connected components in frame i do

Track the component in frame i+1 using Mean Shift

operator.

for all pixels j in the current connected component do

Find d=j is Gaussian component from FCM

Compute c= j is Gaussian component from equation

10

if c <> d then

Update model by adapting the current component.

end if

end for

end for

of components and their weights are not updated because

firstly these parameters have been obtained from a large set of

training samples and secondly we assume the adaptations are

due to changing imaging conditions such as illumination while

the initial classification is based on the ethnic characteristics

of the skin color values.

VI. EXPERIMENTAL RESULTS

The initial training of the Gaussian components is car-

ried out using a data set of skin color pixels that includes

127,352,563 pixels. The training images have cautiously been

selected to cover almost all ethnic groups and imaging con-

ditions. The training images were manually segmented before

parameter estimation. Figure 1 shows a subset of the training

images and Figure 2 shows them after being manually seg-

mented. The color space used is YCbCr. To reduce the effect

of illumination, Y channel has not been considered through out

the segmentation process. We start the initial EM stage with

five components. This assumption is based on our intuitive

classification of the skin samples using their appearance color.

The second stage of EM algorithm tries to optimize the

number of components. According to the results of this stage,

the optimum number of components is seven. The adaptive

algorithm uses the results of this stage for segmentation.

Figure 3 shows a sequence of frames indicating changes in

lighting condition. Some pixels from the first frame have been

Fig. 1. Samples from training data.

Fig. 2. Manually segmented training data.

compared to their correspondences in the last frame in the

sequence given in frame 3. Four small regions have been

Fig. 3. A video sequence with changing lighting condition.

marked with red circles in the video sequence to show the

effect of changing illumination. The YCbCr values and the

changes in each component of these pixels are given in Table I.

Despite having the maximum changes in Y component, illumi-

nation changes may cause variations in Cb and Cr components

which can result in misclassification. We tested and compared

the proposed algorithm with the performance of skin color

segmentation without parameter adaptation. Our testing stage

utilizes three sets of testing image sequences obtained from 7

video sequences. The first set includes the regions with skin

colors which have been manually segmented. The second set

is the complement of the first set where the images include no
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TABLE I
ILLUMINATION EFFECT ON THE PIXEL VALUES AND THEIR

CLASSIFICATIONS.

Image 1 Image 2 Image 3

(Y,Cb,Cr) (Y,Cb,Cr) (Y,Cb,Cr)

Forehead (114.4, -7.5, 18.1) (147.2, -4.8, 13.8) (32.8, 2.7, -4.3)

Cheek (122.7, -10.8, 18.2) (146.8, -7.3, 22.8) (24.1, 3.5, 4.6)

skin pixel. Finally, the third set is the set of the original video

frames. The first and the second sets are used as the ground

truth for the results we obtain by applying the tests to the

third set. The testing procedure starts after initial training of

the model and counts the number of false positive and negative

responses generated by both adaptive and non-adaptive GMM.

Figure 4 compares the results of segmentation using adaptive

and non-adaptive GMM model. Our experimental results show

that the proposed method has a better performance compared

to the non-adaptive GMM both in reducing the number of

false-positive and false-negative cases. Figure 5 shows the

comparative performance of the two methods.

VII. CONCLUSION

An adaptive skin color segmentation algorithm based on

Gaussian Mixture Model (GMM) has been proposed which

can adapt the model parameters to cope with the changing

imaging conditions such as lighting and noise. The algorithm

considers the higher level a-priori knowledge of spatial and

temporal relationship between the pixels in a video sequence.

The experimental results show the superiority of the proposed

algorithm compared to non-adaptive parametric models. Fur-

ther improvement can be achieved by incorporating application

specific information such as human motion models or face-

hand detectors. The proposed method may also be used in

surveillance systems and motion detectors.

Fig. 4. Skin color regions segmented using non-adaptive GMM (left),
proposed method (middle), and the original image (right).

Fig. 5. Performance comparison of the non-adaptive and proposed method
with respect to the ratio of correct classification to false alarms. The brighter
curve shows the proposed method performance.
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