
 

 

 
Abstract— This paper presents a new approach to tackle the 

problem of recognizing machine-printed Arabic texts. Because of the 
difficulty of recognizing cursive Arabic words, the text has to be 
normalized and segmented to be ready for the recognition stage. The 
new scheme for recognizing Arabic characters depends on multiple 
parallel neural networks classifier. The classifier has two phases. The 
first phase categories the input character into one of eight groups. 
The second phase classifies the character into one of the Arabic 
character classes in the group. The system achieved high recognition 
rate. 
 

Keywords—Neural Networks, character recognition, feature 
extraction, multiple networks, Arabic text. 

I. INTRODUCTION 
PTICAL character recognition(OCR) is one of the most 
successful applications of image processing and pattern 

recognition field.   A lot of work has been done on English 
texts but a little work on Arabic texts because of the difficulty 
of segmenting cursive Arabic words into isolated characters. 
There are some differences between Arabic language and 
others. First, Arabic language is written from right to left. 
Second, An Arabic word consists of one or more cursive sub-
words, each consists of one or more characters. Third, some 
Arabic characters have exactly the same shape. 

Many Arabic researchers have done some works on online 
and offline Arabic cursive texts. They found that the 
segmentation process is the most important step to achieve 
good results in recognition. In reference [3], a review for the 
recognition of Arabic texts is given. A combination of several 
features (multi- features) with multi-stage classifiers is a  very 
reliable approach for a character classification [4]. Many 
researchers have been interested in building multiple 
classifiers to achieve better performance [5]. 

Kimura and others [4,6] have successfully applied a 
combination of several classifiers for recognizing totally 
unconstrained hand-written numerals. The experimental results 
showed that die performance of the classifiers has improved 
significantly.  

Kimura and others [6] achieved good results by a 
combination of a statistical classifier using a modified 
quadratic discriminant function with features derived from 
chain codes of the character contour and a tree classifier based 
on structural features. Suen [12] suggested a multiple expert 
system that is a combination of four classifiers based on the 
understanding of individual opinions observed in human 
interaction. They achieved a higher recognition rate. Srihari 

[11] achieved a good performance on a combination of 
template matching, mixed statistical-structural classifier based 
on character contours and structural classifier using features 
such as strokes and holes. 

Also, Srihari [11] combined several neural networks that 
use five different features. The result of using different 
features to feed different networks is better than using single 
features. Cao and others [4] proposed a multistage expert 
system for hand-written numerals using neural networks. It is 
based on a modified directional histogram feature extraction 
method.  The proposed system has produced a high 
performance by using multiple sub-classifiers. 

This paper suggests a new scheme for the recognition of 
machine-printed Arabic characters [14].  There are three main 
advantages of this scheme.  First, the proposed scheme utilizes 
two stages of classifiers. Second, it is also uses combined 
features and multiple classifiers to increase the recognition rate 
of the system. Third, the Arabic characters are divided into 
eight groups to reduce the learning time of the network and to 
speed up the recognition process. This paper describes the 
multiple parallel neural networks applied in recognition of 
cursive Arabic characters. 

The rest of the paper is organized as follows : Section II 
gives the preprocessing stage of the system. Section III shows 
the proposed multi-font Arabic character recognition scheme. 
In section IV, Results and conclusions are presented. 

II. PREPROCESSING 
The preprocessing stage concentrates on the followings: 

1. scanning the text using 300dpi and digitizing it into a digital 
image. 
2. converting the gray-scale image into binary image. 
3. normalizing the text 
4. Segmenting the text into lines and the lines into words as 
shown in Fig. 1. 
 

 
Fig. 1 Segmented Arabic text 

5. Separating the words into characters. 
The whole preprocessing procedure is shown in Fig. 2. 
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III. RECOGNITION SYSTEM 
At the beginning of the work using the back-propagation 

algorithm, the network is performed with 32 by 32 
inputs(binary image(0,l)) in the input layer and 50 hidden 
nodes and 28 nodes in the output layer. The number of training 
data was one sample per class. The network did not converge, 
even though it was trained for a long time. Based on method of 
divide and conquer, the problem is divided into sub-problems. 
The proposed approach, which has two stages of classification, 
is shown in Fig. 3. The two-stage classifier separates the 
classification problem into different individuals. To gain more 
efficient performance, the characters are divided into several 
groups using some knowledge about the similarity between the 
characters. The design of the classifier is made based on (i) a 
similarity of characters, (ii) a multistage classification and (iii) 
a combination of different types of features and classifiers. 

This type of neural network approach, where the mapping 
from inputs to outputs is achieved with different smaller 
networks, needs less learning time than approaches that use a 
single network. 

The Arabic characters are divided into several groups based 
on the observation of similar characters. The 28 characters are 
separated into the following eight groups:  G1 = { أ، ك، ل}, G2 
 G5,{  د،ذ،ر،ز،و } = G4 ,{  ح،ج،خ } = G3 ,{  ب،ت،ث،ن،ي،ى  } =
} = G6 ,{   س،ش } =  } = G8 ,{  ع،غ،ف،ق } = G7    ,{  ص،ض،ط،
 .{  م، هـ 

A new design of machine-printed Arabic character classifier 
is proposed as shown in Fig. 3. The classifier is concerned 
with combined features(i.e., Hu moments, visual features and 
SVD eigen values) proposed in [7,8,9,10]. It is a multistage 
classifier that has two stages. The first stage that is based on 
combined features extracted from the normalized character is a 
neural network classifier. It performs as a clustering technique 
to split the input character images into one of eight character 
groups based on the character confusion problem. The second 
stage has eight sub-classifiers. Each sub-classifier is a multiple 
parallel neural network (PNN) classifier. Each of the PNN has 
two networks work in parallel. The inputs for the first and 
second networks are the moments invariants and svd features 
extracted from the normalized original binary image (i.e., the 
character here is normalized in terms of scaling, translation 
and slanting, respectively). The final decision is made by 
picking up the largest value of the averaged output values of 
the two networks. 

IV. RESULTS AND CONCLUSION 
The proposed system has been tested on more than 100 

Arabic text images. The recognition rate was very high (98%). 
This paper described a new approach for the recognition of 

multi-font Arabic texts. It depends on multiple parallel neural 
networks. The classifier achieved very high recognition rate. I 
would suggest that this approach could be extended for hand-
written Arabic text. 
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Fig. 2 Overview of the proposed text image preprocessing 
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Fig. 3 A new scheme of Arabic character classifier 
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