Diabetes mellitus (DM) is the medical name of the disease which is generally known as diabetes. DM, characterized by hyperglycemia (high blood/plasma glucose level), is a metabolism disorder that emerges due to insulin deficiency or resistance towards insulin. It is sufficient to diagnose DM when glucose level is once ascertained above 200 mg/dl in random or oral glucose test [1].

It is estimated that diabetics around the world will be 366 million in 2030 [2]. In addition, it is determined that 6% of people between 20 – 79 age range have diabetes according to a research which was conducted by International Diabetes Federation (IDF) in IDF member countries in 2007. Every year, 3.8 million people die due to diabetes related reasons [3, 4].

Diabetes is a major health problem in both industrial and developing countries, and its incidence is rising [5,6]. The people with diabetes must control their glucose levels. Because glucose is very important for them [7]. The long-term excess of glucose (hyperglycemia) can cause many problems in diabetes such as blindness, damaged nerves and kidney failure (renal failure), or even increase the heart diseases, strokes and birth defects. On the contrary, the long term low glucose rate (hypoglycemia) can cause confusion, coma and even death. Monitoring the glycemic state of patients is the cornerstone of diabetic care [5-7].

Glucose sticks to the hemoglobin to make hemoglobin A1C (HbA1C). The most widely used tests for monitoring the glycemic status of patients with diabetes are blood glucose and HbA1C. Hemoglobin A1C value reflects mean glucose level during the previous 2-3 months’ period and is a useful indicator for risk assessment of diabetic complications [7].

Fasting blood glucose level of a healthy person should be <100 mg/dl (5.6 mmol/l). If this level is between 100-125 mg/dl and (5.6-6.9 mmol/l), then there is a risk of diabetes (pre-diabetes). When the fasting blood glucose level is greater than 126 mg/dl (7.0 mmol/l), pre-diagnosis for diabetes is established [8]. The limit value of HbA1c for the diagnosis of diabetes is determined as 6.5% by the American Diabetes Association and by International Diabetes Federation [9,10].

Invasive techniques in glucose and HbA1c measurement are widely used in diagnosis and treatment process. However, they cause damage and pain to human body in the application process. Therefore, non-invasive measurement techniques which are carried using other body parameters instead of blood have been searched [11]. In the development of non-invasive reception models, sweat, saliva and breath are the most widely used parameters [12,13].

Compared to other parameters, it is easier to obtain perspiration samples [12,13,14,15,16]. In researches which have been conducted recently, the relation between perspiration and illnesses is clearly seen [14,17]. Perspiration rate, perspiration speed and chemicals in perspiration help determining illnesses and body changes. Within this frame, there have been conducted many researches regarding perspiration [11,18,19,20,21,22].

Support Vector Machines (SVM) were suggested by Vapnik in 1998. Built on machine learning methods, SVM adopts a different structure when compared to other instructor supported learning techniques [23]. The structure of SVM aims to find the optimum separating hyper plane between members which belong to a class in an abstract space which was known in advance and members which do not [23,24]. SVM is frequently used in a wide range of fields [25]. In researches, SVM has been frequently used due to its establishing a model by learning statistically gathered information, its preciseness in prospective estimation with present data and its ability to estimate.

In this research, it is aimed to determine the diabetes condition of people using humidity variance measurements taken from the palms during 80 seconds. Data clusters
gathered from 200 subjects were used (1. Individual Attributes Cluster and 2. Palm Perspiration Attributes Cluster). Principal Component Analysis Method was used to decrease the dimensions of these data clusters. Data clusters, prepared in that way, were classified with Support Vector Machines.

II. MATERIAL

General structure of the system which is designed with the support of TUBITAK for this research and that can measure palm perspiration changes is shown in Figure 1(a) and the measurement system is shown in Figure 1(b).

![Fig. 1 a) General structure of measurement system b) Measurement system](image)

There are cylindrical data detection reservoirs on measurement system, on which right and left palms can be positioned. There are two SHT and one ChipCap humidity-temperature sensor in these reservoirs. Therefore, it is possible to obtain perspiration signs of right and left hands. Subjects position their palms on measurement reservoirs and perspiration sign data are recorded by measurement system for eighty seconds. During the recording, it is important to be careful to avoid air entrance to measurement reservoir.

Measurement system is both able to show humidity and temperature changes with its graphic touch screen and assures recording to PC via RS-232 serial port. Blood tension and pulse measurements were conducted with OMRON.

A Gathering and Preparing Palm Data

In this study, data which were obtained from 200 subjects who applied to Kutahya State Hospital for the determination of blood glucose and HbA1C values were used. 135 of these 200 are female and 65 are male. Fasting plasma glucose (FPG) values of these subjects range from 65mg/dl to 590 mg/dl and their HbA1C values are within the range of 4% and 13.77%.

Palm perspiration data are recorded every 2 seconds in 80 seconds and 40 points are obtained and the curve is shown in Figure 4. Each data point is named as \(RH_i\), \(RH_{i+1}\), ..., \(RH_{40}\). As shown in Equation 1, \(\Delta RH_i\) values are obtained by taking differentials between both data point. The set which is constituted by \(\Delta RH\) difference values is as shown in equation 2 and signified by the letter D.

\[
\Delta RH_i = RH_i - RH_{i-1}
\]

There are two basic clusters in the classification done by the Support Vector Machine. The first cluster is the individual attributes and the second one is palm perspiration attributes

\[
\begin{align*}
\text{Age:} & \quad \text{Year} \\
\text{Systole:} & \quad \text{mmHg} \\
\text{Diastole:} & \quad \text{mmHg} \\
\text{Body Mass Index (BMI):} & \quad \text{Weight/Height}^2 (\text{kg/m}^2)
\end{align*}
\]

The elements of individual attributes cluster is as follows:

The elements of palm perspiration attributes cluster is as follows:

- Maximum difference: Highest \(\Delta RH\) value
- Minimum difference: Lowest \(\Delta RH\) value
- Average: Average \(\Delta RH\) values
- Standard deviation: \(\Delta RH\) values standard deviation
- Humidity change (\(\Delta RH\)): \(\Delta RH = RH_{40} - RH_1\)

B Pretreatment of Data Clusters with PCA

SVM is a statistical learning method. Data which are used in the study keep past statistics, form a model and search...
belonging state of available data. Conducting a statistical process on data which will be classified will guarantee a successful classification. For that purpose, many statistical methods such as Principal Component Analysis (PCA), Independent Component Analysis (ICA) and Linear Discrimination Analysis (LDA) were developed [27].

Principal Component Analysis (PCA) is a multivariate statistical method which describes the variance covariance structure of a variation set via linear combination of these variances and provides data reduction and interpretation. PCA, which is known as feature extraction, will decrease the available data, enable to avoid unnecessary data and will positively effect classification success. It is difficult to make various evaluations as data used in the study consist multivariate and connected information [27]. PCA was used before classification in the conducted study and many interconnected variables were converted into independent, more significant and less variables. Therefore, it is considered that classification success would be increased.

C. Diabetes Diagnosis Values

The reference value of fasting blood glucose (FBG) for classification is given in Table I [8,9]. The input parametres of 200 subjects were measured. According to the lab test results of fasting blood glucose, 50 of the subjects were healthy, 64 of them were under the risk of diabetes and 86 of them were diabetic. Another parametre used in diagnosis of diabetes and in monitoring the conditions of diabetics is the HbA1c which is measured in blood sample. The level of HbA1c in healthy people should be below 5.7%. If a diabetic patient’s HbA1c value is below 6.5% (the measurement should be carried out in every three months), the glucose level is thought to be under control for that patient and the patient is diagnosed as healthy [9,10]. That is to say, the patient has managed to control his glucose level. The reference range values used in the classification of HbA1c are presented in Table 2. When the 200 subjects are classified in accordance with the lab HbA1c results, it is seen that 76 of them are ‘good’, 54 of them are ‘tolerable’, and 70 of them are ‘bad’.

D. Support Vector Machine

Support Vector Machine (SVM) which is among the classification techniques based on optimization is a method used in data mining classification problems. In this method classification is done by linear and non-linear functions. The goal of SVM is to find the best hyperplane in feature space. As it is seen in Figure 3, there are lots of hyperplane possibilities in data groups which can be seperated from each other. To achieve a minimum level of fault tolerance, a hyperplane remote to each of the groups should be found. These lines are named as Support Vectors. When bilateral and multilateral classification methods are considered, it is seen that the classes in data clusters have appropriate results as:

\[ D = (x_1, y_1), ..., (x_n, y_n), x \in \mathbb{R}^n, y \in \{1, -1\} \ [23,24]. \]

![Fig. 3 Optimum Separator Planes](image3)

In situations when the data can not be seperated with linear methods, non-linear classifications rather than the linear ones can be used. Non-linear classifications actualize classifications by carrying the data in a multidimensional space. [24]. In Figure 4, a sample data cluster which can not be classified with linear method is presented. In Figure 4 (b), one dimensional data that can be seperated by Support Vectors by being carried into two dimensional space is presented.

![Fig. 4 a) Data cluster that can not separated with linear method in one dimensional space b) Linear separation by being carried into two-dimensional space](image4)

The solution of non-linear problems is actualized by carrying the samples with Kernel functions (that is Ø ) to a space which is multidimensional and where they can be seperated with linear methods [24].
In Figure 5, $x$ inputs with $\Phi$ functions are carried to a multidimensional space as $\Phi(x)$. Thus, optimum hyperplane is obtained with the solution of optimization problems in sample space. This classification (obtaining optimum hyperplane) is done by $f(x)$ optimization function. The optimization Formula of the Support Vector Machines is generally stated as:

$$f(x) = \sum_{i=1}^{n} \alpha_i y_i K(x_i, x_j) + b$$

As there is not a hyperplane in this situation $b$ is omitted. The $b$ term in question takes place in kernel functions. A more detailed information about SVM exists in literature and it is summarised briefly in this section [23,24]. Various kernel functions are used in Support Vector classifications. Most widely used ones are as follows:

- Linear Kernel:
  $$K(x_i, x_j) = x_i^T x_j$$

- Polynomial Kernel:
  $$K(x_i, x_j, c, d) = (c + x_i^T x_j)^d$$

- Sigmoid Kernel:
  $$K(x_i, x_j) = \tanh(\gamma x_i^T x_j + \Phi)$$

- Radial Based Kernel:
  $$K(x_i, x_j, \sigma) = e^{-\|x_i - x_j\|^2/2\sigma^2}$$

In machine learning applications, data is mainly grouped into two as education and testing. First, machine learning operation is actualized with education data and then the success of learning (classification) is tested with test data. In this study, it is aimed to design a machine that can make statistical analysis by using the data separated for education and testing. As the data can not be classified with linear method, it is carried into high level sample space with Radial based kernel function and tried to be classified [23,26,27].

III. Method

In the study, first the blood glucose levels of the patients were listed using the individual attributes and palm perspiration attributes. The organized data was disseminated with Principal Component Analysis and meaningful signs that have relations with each other were tried to be gathered. Data, used in the study, has three classes. The first one comprises the patient group with a low fasting blood glucose level, the second one comprises the patient group with a normal fasting blood glucose level and the last one comprises the patient group with high fasting blood glucose level. Same classes were re-designed in accordance with HbA1c reference values. During classification, both the fasting blood glucose levels and the HbA1c data clusters were grouped into two as education and testing. Machine was trained with the data used for training and the machine was tested with data used for testing to see how accurately it can diagnose. Classifications were done separately in accordance with fasting blood glucose and HbA1c levels. During classification, data was chosen randomly for training and testing.

Studies are tested with a computer equipped with core 2 processor and 4 GB memory. All the algorithms are actualized with Support Vector Machine and Principal Component Analysis in Matlab application environment used widely in the fields of engineering and research.

IV. Results and Discussion

In Figure 6, the success rates of SVM classifications by using the data clusters in this study (a.Classification successes with using the palm perspiration attributes, b.Classification successes with using the individual attributes and c. Classification successes with uniting all the data clusters) is presented.

![Fig. 6 Results of diabetes diagnosis with of SVM](image-url)
80% success is achieved in HbA1c reference classification.

In accordance with Column b in Figure 6, in the classification done by using the individual attributes (age, body mass index, systole, diastole) of the subjects;

Fasting blood glucose reference classification achieved 69% success.

64% success is achieved in HbA1c reference classification.

In accordance with Column c in Figure 6, in the classification done by using all the data clusters (palm perspiration attributes + individual attributes);

Fasting blood glucose reference classification achieved 82% success.

84% success is achieved in HbA1c reference classification.

As regards the gathered results, perspiration attributes achieved 80% accuracy in the diagnosis of diabetes conditions of people. Therefore, the relation between perspiration in human and diabetes is a subject to be researched.
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