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Abstract—This paper investigates the performance of a speech 

recognizer in an interactive voice response system for various coded 
speech signals, coded by using a vector quantization technique namely 
Multi Switched Split Vector Quantization Technique. The process of 
recognizing the coded output can be used in Voice banking application. 
The recognition technique used for the recognition of the coded speech 
signals is the Hidden Markov Model technique. The spectral distortion 
performance, computational complexity, and memory requirements of 
Multi Switched Split Vector Quantization Technique and the 
performance of the speech recognizer at various bit rates have been 
computed. From results it is found that the speech recognizer is 
showing better performance at 24 bits/frame and it is found that the 
percentage of recognition is being varied from 100% to 93.33% for 
various bit rates. 

 
Keywords—Linear predictive coding, Speech Recognition, Voice 

banking, Multi Switched Split Vector Quantization, Hidden Markov 
Model, Linear Predictive Coefficients. 
 

I.  INTRODUCTION 
HIS paper takes the advantage of voice banking application 
and examined the performance of a speech recognizer in an 

Interactive voice response system for the coded output obtained 
by using Multi switched split vector quantization technique 
(MSSVQ) at various bit rates. MSSVQ has already been proved 
that it has better Spectral distortion performance, less 
Computational complexity and less Memory requirements when 
compared to other product code vector quantization techniques. 
So this paper uses MSSVQ as the vector quantization technique 
for coding. 

Voice Banking is a tremendous telephone banking service 
that makes the user to be in touch with his account information 
and other banking services 24 hours a day 365 days a year by 
making a simple phone call. In voice banking customers can 
speak their choices, or can use a touch tone keypad to enter 
selections.  

The speech techniques involved in voice banking are the 
speech coding, speech enhancement and speech recognition.  
This paper investigates the performance of a speech recognizer 
using hidden markov model (HMM) technique ([1],[2],[3]) for 
the coded outputs obtained by using a hybrid vector quantization 
technique. The hybrid vector quantization technique used for 
coding is the Multi Switched Split vector quantization 
(MSSVQ) technique ([4],[5],[6],[7]). The speech parameters  
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used for coding are the line spectral frequencies (LSF) 
([8],[9],[10]) so as to ensure the filter stability, the 
codebooks used for coding are generated by using the Linde 
Buzo Gray (LBG) algorithm [11] the generation of the 
codebooks is a tedious and time consuming process 
requiring large amounts of memory for generation and 
storing purposes, the memory required for the generation of 
the codebooks increases with the number of training vectors 
number of samples per vector and bits used for codebook 
generation. 

The speech recognition technique used for recognition is 
the hidden markov model technique. HMM is a collection of 
various statistical modeling techniques, in which the 
transition probability matrix is estimated by using the Baum 
Welch algorithm ([1],[2]), the emission matrix is generated 
by using the K-means clustering algorithm and is estimated 
by using the Baum Welch algorithm. The Viterbi algorithm 
can also be used for the estimation of the transition and 
emission matrices. For a given sequence the most likely 
sequence path is estimated by using the Viterbi algorithm 
([1],[2]), from which probability of a particular sequence is 
estimated by using the forward algorithm or the backward 
algorithm. 

The aim of this article is to investigate the performance of 
the speech recognizer using HMM for a coded output 
obtained by using multi switched split vector quantization 
technique at different bit rates. The speech parameters that 
can be used for recognition are the Linear predictive 
coefficients (LPC) and Mel Cepstrum coefficients (MFCC) 
.In this paper LPC coefficients were used for recognition and 
Line spectral frequencies were used for coding To improve 
the performance of recognition energy, delta and 
acceleration coefficients must be used but in this paper they 
were not used because if they were used the generation of 
codebooks during coding becomes a problem. 

II.  SPEECH CODING AND RECOGNITION 
This paper is intended for voice banking application, so it 

requires the technology of speech coding and recognition. 
The enhancement technique used is the Spectral subtraction 
technique ([11],[12],[13]). The coding technique used is the 
Multi Switched Split Vector Quantization technique 
(MSSVQ). The recognition technique used is the Hidden 
Markov model technique. The steps involved in speech 
coding and recognition intended for voice banking are 
 

 Firstly the silence part of the speech signal is 
removed by using the voice activation and detection 
technique and next the channel noise included in 
the speech signal must be removed by using an 
enhancement technique. 

T 
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 Secondly the speech signal must be coded by using the 
MSSVQ technique.  

 Thirdly the coded output with added channel noise 
must be enhanced by using the spectral subtraction 
technique. 

 Next the enhanced speech signal must be given to a 
voice bank recognizer so as to recognize the coded 
output. 

 Finally the percentage of recognition was computed as 
a measure of the recognition accuracy. 

 
By using these speech techniques it is found that the 

recognition accuracy is being varied from 100% to 93.33% for 
the coded outputs at different bit rates. 

III.  MULTI SWITCHED SPLIT VECTOR QUANTIZATION 
In MSSVQ for a particular switch the generation of 

codebooks at different stages is shown in Fig. 1.  
 

 
Fig. 1 Codebook Generation at different stages 

 
 Initially the codebook at the first stage is generated by 

using the Linde, Buzo and Gray (LBG) [14] algorithm 
with the training vectors set as an input.  

 Secondly the training difference vectors are extracted 
from the input training vectors set and the quantized 
training vectors of the first stage. 

 Finally the training difference vectors are used to 
generate the codebook of the second stage. 

 
This procedure is continued for the required number of stages 

and the number of codebooks to be generated will be equal to 
the number of stages used for quantization. 

A p x m x s MSSVQ is shown in Fig. 2, where p corresponds 
to the number of stages, m corresponds to the number of 
switches, and s corresponds to the number of splits. 

 
 

Fig. 2 Block Diagram of MSSVQ 
 

 Each input vector x that is to be quantized is 
applied to SSVQ at the first stage so as to obtain the 
approximate vectors at each codebook of the first 
stage.  

 Extract the approximate vector with minimum 
distortion from the set of approximate vectors at the 
first stage i,e. 1x̂ =Q[x1].  

 Compute the error vector resulting at the first stage 
of quantization and let the error vector 
be, 1 1 1ˆe   x  x= − . 

 The error vector at the first stage is given as an 
input to the second stage so as to obtain the 
quantized version of the error vector

1 1ê Q[e ]= .  
 

This process is continued for the required number of 
stages. Finally the decoder takes the indices,

iI , from each 
stage and adds the quantized vectors at each stage so as to 
obtain the reconstructed vector x̂  given by 

1 1 2x̂ = Q [x ]+ Q [e ] Q [e ] .....+ + . Where Q[x1] is the 
quantized input vector at the first stage, Q[e1] is the 
quantized error vector at the second stage and Q[e2] is the 
quantized error vector at the third stage and so on.. As this 
process involves the quantization of the error vectors and 
summing of the error vectors with the approximate vector at 
the first stage the spectral distortion performance can be 
greatly improved when compared to SSVQ and SVQ. 
 

IV.  SPECTRAL DISTORTION 

In order to objectively measure the distortion between a 
coded and uncoded LPC parameter vector, the spectral 
distortion is often used in narrow band speech coding. For 
the ith frame the spectral distortion (in dB),

iSD , [5] is defined 
as 
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2

i 10 i 10 i
2 1 f

1 ˆSD  =  10 log x f 10 log x f df dB
 f  f

−⎡ ⎤⎣ ⎦− ∫
       (1)   

                                                              

Where FS is the sampling frequency and ( )ix f  and ( )ix̂ f are 

the LPC power spectra of the uncoded and coded ith frame, 
respectively.  f is the frequency in Hz, and the frequency range 
is given by f1 and f2.  the frequency range used in practice is 0-
4000Hz. The average spectral distortion SD is given by  

                                
N

i
n=1

1S D = S D
N ∑                                    (2) 

 

The conditions for transparent speech from narrowband LPC 
parameter quantization are. 

 
 The average spectral distortion (SD) must be less 

than or equal to 1dB. 
 There must be no outlier frames having a spectral 

distortion grater than 4dB. 
 The no of outlier frames between 2 to 4dB must be 

less than 2%. 
 
 

V.  RESULTS 

Tables I to IV gives the probability of recognizing an 
utterance ONE at bit rates 24, 23, 22, 21. From tables it is 
observed that the recognition accuracy is being varied from 
100% to 93.33% for different bit rates and it is found that the 
recognition accuracy is good at 24 and 23 bits/frame. The reason 
for choosing multi switched split vector quantization technique 
is that it is having better spectral distortion performance, less 
computational complexity and less memory requirements when 
compared to other product code vector quantization techniques 
which can be observed from Tables V to VIII. As a result the 
cost of the product will be less when using MSSVQ and can 
have better marketability. The decrease in spectral distortion, 
complexity and memory requirements for MSSVQ can also be 
observed from Fig’s 3 to 5. The spectral distortion is measured 
in units of decibles (dB), computational complexity is measured 
in units of kflops/frame, and memory requirements are 
measured in units of floats. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

TABLE I 
PROBABILITY OF RECOGNIZING A WORD ONE AT 24 BITS/FRAME BY USING 

MSSVQ 
NAME PROBABILITY 

ZERO -20.5326 
ONE -16.9179 
TWO -18.6235 
THREE -18.6513 
FOUR -19.4956 
FIVE -21.7565 
SIX -17.0356 
SEVEN -19.3630 
EIGHT -19.4613 
NINE -19.6206 
TEN -18.7590 
YES -17.7631 
NO -19.1707 
SUCESSFULL -20.1300 
UNSUCESSFULL -22.7260 
% RECOGNITION  100% 
 

TABLE II 
PROBABILITY OF RECOGNIZING A WORD ONE AT 23 BITS/FRAME BY USING 

MSSVQ 
NAME PROBABILITY 

ZERO -21.1627 
ONE -14.0445 
TWO -17.7641 
THREE -14.6680 
FOUR -20.1334 
FIVE -14.0825 
SIX -14.4977 
SEVEN -17.0890 
EIGHT -16.7658 
NINE -17.4949 
TEN -17.8979 
YES -21.6173 
NO -14.8297 
SUCESSFULL -19.3271 
UNSUCESSFULL -18.4982 
% RECOGNITION 100% 
 

TABLE III 
PROBABILITY OF RECOGNIZING A WORD ONE AT 22 BITS/FRAME BY USING 

MSSVQ 
NAME PROBABILITY 

ZERO -6.3593 
ONE -13.1587 
TWO -119.6890 
THREE -15.3461 
FOUR -18.4924 
FIVE -19.3038 
SIX -20.5989 
SEVEN -18.4579 
EIGHT -15.3392 
NINE -13.8629 
TEN -15.4353 
YES -15.1308 
NO -16.9522 
SUCESSFULL -19.3051 
UNSUCESSFULL -19.5621 
% RECOGNITION 93.33% 
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TABLE IV 
PROBABILITY OF RECOGNIZING A WORD ONE AT 21 BITS/FRAME BY USING 

MSSVQ 
NAME PROBABILITY 

ZERO -12.7516 
ONE -16.0351 
TWO -18.8919 
THREE -19.7124 
FOUR -20.9550 
FIVE -18.4185 
SIX -19.7260 
SEVEN -17.8846 
EIGHT -18.4745 
NINE -20.5561 
TEN -19.9820 
YES -20.5743 
NO -17.5952 
SUCESSFULL -18.0211 
UNSUCESSFULL -19.3691 
% RECOGNITION   93.33% 
 

TABLE V 
SPECTRAL DISTORTION, COMPLEXITY, AND MEMORY REQUIREMENTS FOR 3-

PART SPLIT VECTOR QUANTIZATION TECHNIQUE 

Bits / frame SD(dB) 
2-4 

dB 
>4dB 

Complexity 

(kflops/frame) 

ROM 

(floats) 

24(8+8+8) 1.45 0.43 0 10.237 2560 

23(7+8+8) 1.67 0.94 0 8.701 2176 

22(7+7+8) 1.701 0.78 0.1 7.165 1792 

21(7+7+7) 1.831 2.46 0.2 5.117 1280 

 

TABLE VI 
SPECTRAL DISTORTION, COMPLEXITY, AND MEMORY REQUIREMENTS FOR 3-

STAGE MULTI STAGE VECTOR QUANTIZATION TECHNIQUE 

Bits / frame SD(dB) 
2-4 

dB 
>4dB 

Complexity 

(kflops/frame) 

ROM 

(floats) 

24(8+8+8) 0.984 1.38 0 30.717 7680 

23(7+8+8) 1.238 1.2 0.1 25.597 6400 

22(7+7+8) 1.345 0.85 0.13 20.477 5120 

21(7+7+7) 1.4 1.08 0.3 15.357 3840 

 

TABLE VII 
SPECTRAL DISTORTION, COMPLEXITY, AND MEMORY REQUIREMENTS FOR 2- 

SWITCH 3-PART SWITCHED SPLIT VECTOR QUANTIZATION TECHNIQUE 

Bits / frame SD(dB) 
2-4 

dB 
>4dB 

Complexity 

(kflops/frame) 

ROM 

(floats) 

24(12+12) 0.957 1.06 0 8.78 4372 

23(11+12) 1.113 1.29 0.14 7.244 3604 

22(11+11) 1.119 0.52 1.3 5.196 2580 

21(10+11) 1.127 1.3 0.56 4.428 2196 

 
 
 
 

TABLE VIII 
SPECTRAL DISTORTION, COMPLEXITY, AND MEMORY REQUIREMENTS FOR 

A 3-STAGE 2-SWITCH 3-PART MULTI SWITCHED SPLIT VECTOR 
QUANTIZATION 

Bits / 

frame 
SD(dB) 

2-4 

dB 
>4dB 

Complexity 

(kflops/frame) 

ROM 

(floats) 

24(8+8+8) 0.0322 0 0 0.9 396 

23(7+8+8) 0.0381 0 0 0.836 364 

22(7+7+8) 0.0373 0 0 0.772 332 

21(7+7+7) 0.0377 0 0 0.708 300 
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Fig. 3 Complexity for 3-part SVQ, 3-stage MSVQ, 2-switch  3-part 

SSVQ, and 3-stage 2-switch 3-part MSSVQ at various bit rates 
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Fig. 4 Memory requirements for 3-part SVQ, 3-stage MSVQ, 2-

switch  3-part SSVQ, and 3-stage 2-switch 3-part MSSVQ at 
various bit rates 
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Fig. 5 Spectral Distortion Performance for 3-part SVQ, 3-stage MSVQ, 

2-switch, 3-part SSVQ, and 3-stage, 2-switch, 3-part MSSVQ at 
various bit rates 

 

VI.  CONCLUSION 

The Speech recognizer using HMM performs well for the 
coded output obtained by using MSSVQ, It has been observed 
that the percentage of recognition varies from 100% to 93.33% 
for different bit rates. Another advantage with MSSVQ is that it 
provides better trade-off between bit rate and spectral distortion 
performance, computational complexity, and memory 
requirements, when compared to other product code vector 
quantization schemes like Split vector quantization (SVQ), 
Multi stage vector quantization (MSVQ), and Switched Split 
vector quantization (SSVQ). So MSSVQ is proved to be better. 
When compared to all the product code vector quantization 
techniques. So MSSVQ is proved to be the better LPC coding 
technique for voice banking application. The performance can 
better improved by increasing the number of training vectors 
and bits for codebook generation, by increasing the number of 
states of an utterance, by using an efficient algorithm for the 
generation of emission matrix that takes into account the entire 
training set unless the K-means clustering that randomly picks 
vectors from the training set for the generation of an emission 
matrix., and by using a software having grater degree of 
precision. With Matlab it is difficult to obtain grater degree of 
precision when a large number of states are taken for a 
particular utterance. 
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