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    AbstractIn this study, the existence and uniqueness of the 

solution of a nonlinear singular integral equation that is defined on a 

region in the complex plane is proven and a method is given   for 

finding the solution. 
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                      I. INTRODUCTION 

 

S it is known, the application area of nonlinear singular 

integral equation is so extensive such as the theories of 

elasticity, viscoelasticity, thermo elasticity, hydrodynamics, 

fluid mechanics and mathematical physics and many other 

fields [1]-[6].   

     Furthermore, the solution of the seismic wave equation 

that has a great importance in elastodynamics is investigated 

by reducing it to the solution of nonlinear singular integral 

equation by using Hilbert transformation [7].  

    All of these studies contribute to update of investigations 

about the solution of the nonlinear singular integral equation 

by using approximate and constructive methods.  

In this study, the approximate solution of nonlinear singular 

integral equations that is defined on a bounded region in 

complex plane is discussed. 

    It is known that the investigation of the problems of the 

Dirichlet boundary-value problems for many nonlinear 

differential equation systems which have partial derivatives 

and defined on a planar region ℂ⊂G  can be reduced to the 

investigation of the problem of a nonlinear singular integral 

equation which is in the following form [8], [9], [10]-[14] 
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G∂  is the boundary of the region G, 
o

G  is the set of interior 

points of G and 

{ } 3,, ,:),,,( ℂℂ ×=∈∈= GstGzstzD ϕϕ   are as 

given, ℂ→0:, Dgf  and ℂ→DF :  are the known 

functions, ∈λ ℝ is any scalar parameter, 

)10)(( <<∈ αα GHh  and for ηξζ i , +=+= iyxz  

followings are the known Vekua integral operators [15]. 
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    In this study, by taking base, a more useful modified variant 

of Schauder and Banach fixed point principles, the existence 

and uniqueness of the solution of the Equation (1) is proven 

with more weak conditions on the functions gf ,  and F. 

    Furthermore, iteration is given for the approximate solution 

of the Equation (1) and it is shown that the iteration is 

converging to the real solution. 

 

     II. BASIC ASSUMPTIONS AND AUXILIARY RESULTS 

 

    Further, throughout the study, if not the opposite said we 

take the set ℂ⊂G  as bounded and simple connected region. 

For 
o

G  is to be the set of interior points of the region G and 

G∂ is to be the boundary of G let
o

UGGG ∂= . 

    If, for every Gzz ∈21 ,  there exist 0>H  and ]1,0(∈α  

numbers such that 
αϕϕ 2121 .)()( zzHzz −≤−  

then it is said that the function ℂ→G:ϕ  satisfies the 

Holder condition on the set G  with exponent α . We will 

show the set of all functions that satisfies Holder condition on 

the set G  with exponent α with )(GHα . 

    For )(GHαϕ ∈  and 10 <<α , the vector space 

( )
αα .);(GH  is a Banach space with the norm 

A 
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Here,  
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are as given. 

For ,)(::)(








+∞<→= ∫∫
G

p

p ddGGL ηξζϕϕ ℂ  

,1 p< the vector space  ( )
pp GL .);(  is a Banach space 

with the following norm, 
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≡= ∫∫ ηξζϕϕϕ . 

    Further, throughout the study we take 

{ } ℂℂ ×=∈∈= GGzzD ϕϕ  ,:),(0 and

{ } 3,, ,:),,,( ℂℂ ×=∈∈= GstGzstzD ϕϕ . Besides, 

for every Gzz ∈21 ,  and 

0),( Dz kk ∈ϕ , Dstz kkkk ∈),,,( ϕ , for 2,1=k  we 

suppose that the number  )1,0(∈α  and the positive 

constants 43212121 ,,,,,,, llllnnmm  are exist such that 

following inequalities be satisfied 
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We will denote the set of functions that satisfy the 

conditions (2), (3) and (4)   with 

 );,( ),;,( 0211,0211, DnnHDmmH αα and 

);,,,( 43211,1,1, DllllHα   respectively. 

    Now, let us give some supplementary lemmas for the 

theorems about the existence and uniqueness of the solution of 

the Equation (1). 

 

Lemma 2.1. If )(GHαϕ ∈ , )1,0(∈α  then for every 

1>p  and ),0( d∈ε   the following inequality is held  

 

,.)(..2 /12

p

p ϕπεϕεϕ
α

α −

∞
+≤     (5)  

   

where { }Gzzzzd ∈−= 2121 ,:sup .                         

 

Lemma 2.2. For )(GHαϕ ∈  , )1,0(∈α  and  1>p  the 

following inequality is held 
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Here, { }),(),,(max),( 21 pMpMpM ααα = ,

ppnpnpM
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−
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Lemma 2.3. 

For { } ,0,,:),( 00 >≤∈∈= RRGzDzD R ϕϕ

{ },:)();0( RGHRB ≤∈= ϕϕ αα ( )1,0∈α   

and );0( RBαϕ ∈ , ℂ→RDgf 0:, let

.  )),(,()(g  )),(,()( 11 Gzzzgzzzfzf ∈== ϕϕ Then 

for  the functions  ℂ→Ggf :, 11  the following inequalities 

are true 

 

,G,z

,)..()()(

,Gz  ,.)(

21

21212111

201

∈

−+≤−

∈+≤

z

zzRmmzfzf

Rmmzf

α
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.G,z

,)..()()(

,Gz  ,.)(

21

21212211

201

∈
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z

zzRnnzgzg

Rnnzg
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Here, 

},:)0,(max{0 Gzzfm ∈=

}:)0,(max{0 Gzzgn ∈= . 

 

The proof of the Lemma 2.3 is obvious from the Inequalities 

(2), (3) and the assumptions of the lemma. 

 

Corollary 2.1. If the assumptions of the Lemma 2.3 are 

satisfied then for, ),(, 11 GHgf α∈ )1,0(∈α  we have  
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2101

2101

Rnnng

Rmmmf

++≤

++≤

α

α
              (9) 

    

 Now, for  );,(  ),;,( 0211,0211, DnnHgDmmHf αα ∈∈   

and )(GHαϕ ∈ , )1,0(∈α  let us define the functions 

ℂ→Ggf :~,
~

11
 as given below  

).(.))((.,)(~ 

 ),(.))((.,)(
~

1

1

zgzg

zfTzf

G

G

ϕ

ϕ

Π=

=
                  (10) 

 

    For the bounded operators 

)()(:, GHGHT GG αα →Π , )1,0(∈α   let us define 

the following norms: 

{ }1  ),(:sup ≤∈≡
αααα

ϕϕϕ GHTT GG                                                

(11) 

 { }1  ),(:sup ≤∈Π≡Π
αααα

ϕϕϕ GHGG                               

(12) 

[11], [14]. 

 

Lemma 2.4. If  

);,(  ),;,( 0211,0211, DnnHgDmmHf αα ∈∈   and 

);0( RBαϕ ∈ , )1,0(∈α  then in this case 

)(~,
~

11 GHgf α∈  and we have 

 

.~      ,
~

2111 LgLf ≤≤
αα

          (13)                                 

Here, 

α

α

G

G

RnnnL

TRmmmL

Π++=

++=

)..2( 

 ,)..2(

2102

2101
. 

 

The proof of the Lemma 2.4 is obvious from the definitions of 

the functions ℂ→Ggf :~,
~

11  and corollary 2.1. 

 

Lemma 2.5. Let 

);,(  ),;,( 0211,0211, DnnHgDmmHf αα ∈∈ , 

);,,,( 43211,1,1, RDllllHF α∈  and =RD  

{ }.,,,:),,,( 0 RsRtRGzDstz ≤≤≤∈∈ ϕϕ   Then 

for the function ℂ→G:F  that is defined as 

( )   ,))( ),)(( ),(,)( 11 zf(zfTzzFz GG oo Π= ϕF  

Gz∈  and for );0( RBαϕ ∈ , )1,0(∈α  

we have 

.,  ,

)...()()(

,  ,...)(

2121

24132121

241320

Gzzzz

LlLlRllzz

GzLlLlRllz

∈−

×+++≤−

∈+++≤

α

FF

F

 

Here,
∞

= )0,0,0(.,0 Fl . 

 

 The proof of the Lemma 2.5 is obvious from the definition of 

the function ℂ→G:F , the Inequality (13) and from the 

assumption of lemma. 

 

Corollary 2.2. If the assumptions of the Lemma 2.5 are 

satisfied then for )(GHα∈F  we have 

 

{ }2413210 ...),max(2 LlLlRlllL +++=≤
α

F . 

 

Corollary 2.3. If the assumptions of the Lemma 2.5 are 

satisfied then the operator A that is defined with  

 

GzzgzfTzzF

zA

GG ∈Π

=

 ),)((),)((),(,(.

))((

11 ooϕλ

ϕ
                          

(14) 

transforms the sphere );0( RBα to the sphere );0( LB λα . 

 

Corollary 2.4. If the assumptions of the Lemma 2.5 are 

satisfied and if  RL ≤λ  then the operator A that is defined 

with 14) transforms the sphere );0( RBα to itself. 

 

Lemma 2.6. The sphere );0( RBα , )1,0(∈α is a compact 

set of the space ).);((
∞

GHα . 

Proof.  From the definition of the sphere );0( RBα , 

)1,0(∈α  for  );0( RBαϕ ∈  we have R≤
∞

ϕ , 

therefore, it is clear that the sphere );0( RBα is uniform 

bounded in the space ).);((
∞

GHα . Furthermore, for every 

0>ε  if we take 
αεδ /1)/( R=  then for every Gzz ∈21 ,  

and );0( RBαϕ ∈  when δ<− 21 zz  we have 

..)()( 2121 εϕϕ α
<−≤− zzRzz  From here we can see 

that the elements of the sphere );0( RBα  are continuous at 

same order. Thus, as required by the Arzela-Ascoli theorem 

about compactness the sphere );0( RBα is a compact set of 

the space ).);((
∞

GHα .  

 

Corollary 2.5. The sphere );0( RBα , )1,0(∈α  is a 

complete subspace of the space ).);((
∞

GHα . 
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    Now, let us define the following two transformations, which 

are in the space ).);((
∞

GHα . 

For )(~, GHαϕϕ ∈ , )1,0(∈α , 1>p  let 

∞∞ −= ϕϕϕϕ ~)~,(d , 
ppd ϕϕϕϕ ~)~,( −= . Then it is 

easy to show that the transformations 

),0[)(:  ),,0[)(: +∞→+∞→∞ GHdGHd p αα  are 

both defines a metric on the space )(GHα , )1,0(∈α , 

consequently, it can be easily seen that ).);((
∞

GHα  and 

).);((
p

GHα  are metric spaces. 

 

Lemma 2.7..  The convergence is equivalent for the metrics 

∞d  and  pd  in the subspace );0( RBα , )1,0(∈α , 1>p . 

Proof of Lemma 2.7 is direct result of (6) and  

[ ] ),(.)2/.(),( 0

/12

0 n

p

np ddd ϕϕπϕϕ ∞≤  

inequalities, for all  ),;0(,0 RBn αϕϕ ∈ ,...2,1=n  

( )1,0∈α . 

    Now, for bounded operators 

1 ),()(: , >→Π pGLGLT ppGG  let us define the 

following norms 

{ },1:sup
)(

≤≡
ppGGLG TT

p

ϕϕ    

}1:sup{
)(

≤Π≡Π
ppGGLG

p

ϕϕ  

[11], [14]. 

      

Lemma 2.8.  Let 

);,(  ),;,( 0211,0211, RR DnnHgDmmHf αα ∈∈  

 and );,,,( 43211,1,1, RDllllHF α∈ , )1,0(∈α , 1>p . In 

this case, for );0(~, RBαϕϕ ∈ the operator A that is defined 

with the Equality   (14) satisfies the following inequality 

 

)~,().())~(),(( 3 ϕϕλϕϕ ∞≤ dpMAAd p .   (15)    

                             

Here, 

( )
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..)(

/1

)(42)(3223

p

GLGGLG
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lnTlmlpM
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×Π++=
 

Proof.  For Gz∈  and );0(~, RBαϕϕ ∈ from the 

assumption of the lemma and definition of the operator A we 

have 

( )
( ))(.))(~(.,),(.))(~(.,),(~,
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As for this, from the assumptions on the functions 

Fgf  and ,  and in accordance with Minkowski inequality 

we have,      
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and therefore we obtain 
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ϕϕλ
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≤







−∫∫  

From this inequality, it is seen that the Inequality (15) is true.  

With this, the lemma is proved. 

 

Lemma 2.9. If the assumptions of the Lemma 2.8 are  satisfied  

and .. RL ≤λ  Then  the operator 

);0();0(: RBRBA αα → , )1,0(∈α  is a continuous  

operator for the metric ∞d . 

Proof. Let   ,);0(,0 RBn αϕϕ ∈ ,...2,1 =n )1,0(∈α  

and 0),(lim 0 =∞
∞→

ϕϕn
n

d . We want to show that 

0))(),((lim 0 =∞
∞→

ϕϕ AAd n
n

. From the Inequality (6)   we 

can write 

p

p

pn

p
n

n

AA

AApM

AA

α
α

α
α

ϕϕ

ϕϕα

ϕϕ

+

+

∞

−

×−

≤−

2
0

2

2

0

0

)()(

)()(),(

)()(

. 

Thus, due to the Inequality (15) we will have 

World Academy of Science, Engineering and Technology
International Journal of Mathematical and Computational Sciences

 Vol:6, No:10, 2012 

1440International Scholarly and Scientific Research & Innovation 6(10) 2012 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 M
at

he
m

at
ic

al
 a

nd
 C

om
pu

ta
tio

na
l S

ci
en

ce
s 

V
ol

:6
, N

o:
10

, 2
01

2 
pu

bl
ic

at
io

ns
.w

as
et

.o
rg

/3
58

.p
df



.)),(.())(.(

)2)(,()()(

2

0

2

3

2

2

0

p

p

n

p

p

p

n

dpM

RpMAA

α
α

α
α

α

ϕϕλ

αϕϕ

+
∞

+

+

∞
×≤−
 

From this inequality, it can easily be seen that if 

0),(lim 0 =∞
∞→

ϕϕn
n

d  then  

0))(),((lim 0 =∞
∞→

ϕϕ AAd n
n

. 

 

III. MAIN RESULTS 

 

    Now, we can give the theorem about the existence of the 

solution of the Equation (1). 

 

Theorem 3.1. If 

);,(  ),;,( 0211,0211, RR DnnHgDmmHf αα ∈∈ and 

);,,,( 43211,1,1, RDllllHF α∈ , )1,0(∈α  and RL ≤λ  

then  the nonlinear singular integral equation (1) has at least 

one solution in the sphere );0( RBα . 

 Proof. If  RL ≤λ  then  the operator A which is defined 

with the Formula (14)    transforms the convex, closed and 

compact  set );0( RBα to itself in the Banach space 

).);((
αα GH , )1,0(∈α . Thus, the operator A is a 

compact operator in the space )(GHα . In addition to this, 

since the operator A is also continuous on the 

set );0( RBα , it is completely continuous operator. In that 

case, due to the Schauder fixed-point principle the operator 

A has a fixed point in the set );0( RBα . Consequently, the 

Equation (1) has a solution in the 

space )(GHα , )1,0(∈α . 

With this, the theorem is proved. 

 

    Now, we will investigate the uniqueness of the solution 

of the Equation (1) and the problem that how can we find 

the approximate solution. For this, we will use a more 

useful modified version of the Banach fixed-point principle 

for the uniqueness of the solution of operator equations 

[16]. 

 

Theorem 3.2. Suppose the following assumptions are 

satisfied: 

i.   ),( 1ρX  is a compact metric space; 

ii.  In the space X, every  sequence that is 

     convergent for the metric 
1ρ  is also 

     convergent for a second metric 2ρ  that is 

     defined on X; 

iii. The operator XXA →:  is a contraction 

     mapping for the metric 
2ρ , that is, for 

     every Xyx ∈, there exist a number 

    )1,0[∈q such that   

),(.),( 22 yxqAyAx ρρ ≤ . 

In this case, the operator equation Axx =  has only 

unique solution Xx ∈* and for Xx ∈0 to be any initial 

approximation, the velocity of the convergence of the 

sequence )( nx  to the solution *x  is determined by the 

following inequality 

),(.)1.(),( 012

1

*2 xxqqxx n

n ρρ −−≤  . 

Here, the terms of the sequence are defined by =nx  

,...2,1  ,1 =− nAxn
 . 

    On the basis of this theorem and preceding information, 

we can give the following theorem about the uniqueness of 

the solution of the Equation (1) and also about finding the 

solution. 

 

Theorem 3.3. If 

);,(  ),;,( 0211,0211, RR DnnHgDmmHf αα ∈∈ , 

);,,,( 43211,1,1, RDllllHF α∈ , )1,0(∈α , 

RL ≤λ , ++=
)(322 ..(

GLG
p

Tlmll λ  

1  ,1).
(42 ><Π pln
GLG

p

 then the nonlinear singular 

integral equation (1) has only unique solution 

);0(* RBαϕ ∈  and for );0(0 RBαϕ ∈ to be any initial 

approximation, this solution can be found as a limit of the 

 sequence ,...2,1  ),( =nnϕ  whose terms are defined as 

below   

. ,...2,1  , 

 ,
)(.))((.,

),(.))((.,),(,
.)(

1

11

=∈










Π
=

−

−−

nGz

zg

zfTzz
Fz

nG

nGn

n ϕ

ϕϕ
λϕ

    

(16) 

Furthermore, for the velocity of the convergence the following 

evaluation is right, 

 

,...2,1  ),,(.)1.(),( 01

1

* =−≤ − ndlld p

n

np ϕϕϕϕ . 

(17) 

 

Proof. In order to prove the first part of the theorem it is 

sufficient to show that the assumptions i-iii of the Theorem 3.2 

is satisfied. In accordance with Lemma 2.6 and Corollary 2.5   

for   );0(~, RBαϕϕ ∈    and ∞=)
~,( ϕϕpd  

∞
−ϕϕ ~

, ( )∞dRB );;0(α  is a compact metric space. 

Therefore, for );0( RBX α=  and ∞= d1ρ  the assumption 

i. of the Theorem 3.2 is satisfied. 

    If we take 1p ,2 >= pdρ , from the Lemma 2.7 it is 

obvious that the assumption ii. of the Theorem 3.2 is satisfied. 
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    Now, let us show that when 1<l  then the operator A is a 

contraction transformation with respect to the pd  metric and 

so we have shown that the assumption iii. of the Theorem 3.2 

is satisfied. 

    For any );0(, 21 RBαϕϕ ∈ , same as the proof of the 

Lemma 2.8 the following inequality can be proven 

 

pp
lAA 2121 .)()( ϕϕϕϕ −≤− . 

Here, )....(
(42)(322 GLGGLG

pp

lnTlmll Π++= λ  

Therefore, for );0(, 21 RBαϕϕ ∈   we can write 

 

),(.))(),(( 2121 ϕϕϕϕ pp dlAAd ≤ .      (18)    

    

Thus, when 1<l  it can be seen from the Inequality (18) that 

the operator A is a contraction mapping with respect to the 

pd  metric that is defined on the );0( RBα . 

    Thus, from the assumptions of the theorem; i. );0( RBα  is 

a compact metric space; ii.  In the space );0( RBα , every 

sequence that is convergent for the metric ∞d  is also 

convergent for the metric pd  that is defined on );0( RBα  

and iii.  );0();0(: RBRBA αα →  is a contraction 

mapping with respect to the norm pd . 

    Therefore, because of the Theorem 3.2 the Equation (1) has 

only unique solution );0(* RBαϕ ∈ . 

    Now, let us show that for );0(0 RBαϕ ∈  to be an initial 

approximation point, this solution is the limit of the sequence  

,...2,1  ),( =nnϕ  whose terms are defined by (16) or by 

,...2,1  ,  )),(()( 1 =∈= − nGzzAz nn ϕϕ  . 

    For every ,...2,1 =n  from the Inequality (18) we have 

≤= −+ ))(),((),( 11 nnpnnp AAdd ϕϕϕϕ  

            ),(. 1−nnpdl ϕϕ  

so from here we can write 

),(.),( 11 −+ ≤ nnpnnp dld ϕϕϕϕ  

and from this inequality , we will have 

),(.),( 011 ϕϕϕϕ p

n

nnp dld ≤+ .  

So, for any natural numbers m and n we can write 

).,(.),( 0ϕϕϕϕ mp

n

nmnp dld ≤+  

    Furthermore, because 

 

),()1...(),( 01

21

0 ϕϕϕϕ p

mm

mp dllld ++++≤ −−
 

we will have, 

 

).,(..)1).(1(),( 01

1 ϕϕϕϕ p

nm

nmnp dllld −
+ −−≤ (19)     

From the Inequality (19), it can be seen that the sequence 

,...2,1  ),( =nnϕ  is a Cauchy sequence with respect to the 

metric pd . Therefore, since ( )
pdRB );;0(α  is a complete 

metric space there exist the limit );0(* RBαϕ ∈  such that 

*lim ϕϕ =
∞→

n
n

 or .0),(lim * =
∞→

ϕϕnp
n

d  

From (18), for every natural number n since 

≤=+ ))(),(())(,( **1 ϕϕϕϕ AAdAd npnp  

                 ),(. *ϕϕnpdl , 

we have 

0))(,(lim *1 =+
∞→

ϕϕ Ad np
n

, 

and consequently, )(lim *1 ϕϕ An
n

=+
∞→

 in other words  

)( ** ϕϕ A= . With this, it can be seen that the operator 

equation GzzAz ∈=   )),(()( ϕϕ , consequently, the 

solution of the Equation (1) is the limit of the sequence whose 

terms are defined by 

,...2,1  ,  )),(()( 1 =∈= − nGzzAz nn ϕϕ  . Furthermore, as 

because )()(lim * zzmn
m

ϕϕ =+
∞→

 and 0lim =
∞→

m

m
l  from the 

Inequality (19) the convergence velocity of the sequence 

( ) ,...2,1  ,  ,)( =∈ nGzznϕ  to the solution )(* zϕ  is given 

by the Inequality (17). 

    From Theorem 3.3 and Lemma 2.7 we will have the 

following result. 

 

Corollary 3.1.  In the space  ),;0( RBα )1,0( ∈α  the 

sequence ( )  ,)(znϕ  , Gz∈ ,...2,1 =n whose terms are 

defined by (16) (or defined by 

 ,...2,1  ,  )),(()( 1 =∈= − nGzzAz nn ϕϕ ) also converges 

to the unique solution of the Equation (1) with respect to the 

metric ∞d . 
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