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Abstract—The present work compares the performance of three turbulence modeling approach (based on the two-equation $k-\varepsilon$ model) in predicting erosive wear in multi-size dense slurry flow through rotating channel. All three turbulence models include rotation modification to the production term in the turbulent kinetic-energy equation. The two-phase flow field obtained numerically using Galerkin finite element methodology relates the local flow velocity and concentration to the wear rate via a suitable wear model. The wear models for both sliding wear and impact wear mechanisms account for the particle size dependence. Results of predicted wear rates using the three turbulence models are compared for a large number of cases spanning such operating parameters as rotation rate, solids concentration, flow rate, particle size distribution and so forth. The root-mean-square error between FE-generated data and the correlation between maximum wear rate and the operating parameters is found less than 2.5% for all the three models.
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I. INTRODUCTION

Prediction of particulate flow-induced erosion in centrifugal slurry pumps is of tremendous economic significance to the slurry transportation industry. The wet-end components of a centrifugal slurry pump such as the impeller, casing and side-liners are usually made up of hard cast iron alloys that are hard to repair by welding. For optimal use, one of the considerations is to obtain nearly uniform wear rate over the wetted surface so that there are no undesirable premature local failures due to erosion. In addition to the cost of replacing a worn out component, downtime in production is a serious consideration in many applications [1]. It has been reported [2] that an unscheduled downtime can cost in excess of 100,000 US$ per hour for a SAG mill slurry pump operating under the most severe of wear conditions. Of all the wet-end components of a centrifugal slurry pump, erosion wear of the impeller has greater influence on the pump performance [3]. The peripheral speed of an impeller that relates directly to the head produced is a key parameter affecting wear. Generally, wear rate increases with increase in required rotational speed [3].

Erosion wear prediction is generally carried out in three steps [1]: (i) computation of two-phase flow field within the component, (ii) correlation of the local flow conditions (velocity and concentration) near the wear surface to the local wear rate via a suitable wear model, and (iii) empirical determination of the wear coefficient. Thus, computation of two-phase flow field forms the vital step.

Computation of flow field through rotating passages (such as impellers) is a difficult task due to the complex nature of flow resulting from system rotation, three dimensional geometry, presence of secondary flow, turbulence modification and so forth. In addition, the presence of particles further complicates matters. The mean flow field and turbulence can both be greatly affected by the particles. Moreover, many industrial slurries are dense with a wide particulate size distribution which cannot be accurately represented by a single particle diameter; multiple size classes must be used [4]-[6].

Using simplified analysis of considering the case of multi-size dense slurry flow in a two-dimensional straight rotating channel, several studies [7]-[11] have addressed some of the various features of the dense particulate flow viz.: (1) the broad particle size distribution; (2) mathematical modeling of two-dimensional multi-size particulate flow in rotating frame of reference using the continuum mechanical model, taking into account (3) the most important interactive forces (like drag, lift, virtual mass etc.) between the multiple species (phases); (4) numerical methodology employs Galerkin finite element technique using $Q_1Q_0$ elements; and finally (5) turbulence modeling using Coriolis- and concentration-modified $k-\varepsilon$ model.

Concentration-modified eddy viscosity [12]-[13] models have been in use in turbulent slurry flow modeling. In such models, first the carrier-phase flow field (in the absence of particles) and its eddy viscosity are computed. The presence of the particulate phase alters the eddy viscosity of the carrier-phase due to particle-fluid interactions. In addition, the particle-particle interactions also affects the eddy viscosity (or diffusivity) of the solid particles. Both these interactions are incorporated (e.g., [13]-[14]) in the concentration-modified eddy viscosity model.
Thus, mixing-length based concentration-modified eddy viscosity models have been successfully employed to compute quasi three-dimensional two-phase flow in pump casings [15], concentration distribution in impellers [16]-[17], free surface flow in rotating channels [18], and recently in multi-size particulate flow in stationary channel [6] and pipelines [5]. Though mixing-length models with modification for rotation have been used [19]-[20] in single phase flow, they lack the greater generality of \( k-\varepsilon \) models. In turn, rotation modification to the standard (industry-popular) \( k-\varepsilon \) model has been shown [21] to reasonably predict mean flow of simple fluids through rotating channels.

The Coriolis- and concentration-modified \( k-\varepsilon \) model has been successfully employed to compute two-phase flow field in straight rotating channel [7], [8], [22]. In a recent finite element-based study [23], some of the other variants of the industry popular two-equation \( k-\varepsilon \) based turbulence models are explored. The study discusses in detail the implementation and validation of these variants (of the two-equation \( k-\varepsilon \) turbulence models) in computing multi-size particulate flow field in a rotating channel.

Thus, the objective of the present study is to implement and compare other variants [23] of the industry-popular \( k-\varepsilon \) model in erosion wear prediction of multi-size particulate flow in rotating channel. The present study uses three different turbulence modeling approach based on the two-equation \( k-\varepsilon \) model. All the three turbulence modeling approach incorporates a rotation modification to the production term in the turbulent kinetic energy [23].

In the first modeling approach [7], the eddy viscosity field of the pure carrier phase is obtained using the rotation-modified two-equation \( k-\varepsilon \) model. The eddy viscosity thus obtained is modified for concentration. This approach (hereafter referred to as Pure Carrier-phase based Eddy Viscosity Model or PCEVM) has been used to simultaneously retain the generality of the \( k-\varepsilon \) model and the simplicity of the concentration-modified eddy viscosity models. In the other two models, a variant of the standard \( k-\varepsilon \) model adopted for the mixture [24] is used. The two modeling approaches basically rely on the mixture-based turbulence model [25], and are hereafter referred to as Mixture-based Eddy Viscosity Models (MEVM-I and MEVM-II, respectively) in the present study. Unlike the rotation-modified \( k-\varepsilon \) model for the pure-carrier phase (PCEVM), the mixture-based eddy viscosity models (MEVM-I and MEVM-II) directly computes the eddy viscosity of the mixture, i.e., the equations governing the mixture flow field are closed by obtaining the mixture eddy viscosity computed from the rotation-modified \( k-\varepsilon \) model for the mixture. Once the mixture eddy viscosity is obtained, the eddy viscosities (and diffusivities) of all constituent phases are calculated. The effect of concentration is integrally introduced in these (MEVM-I and MEVM-II) models. The essential difference between MEVM-I and MEVM-II lies in the approach in obtaining the turbulent eddy viscosities of the individual phases (carrier-phase and solid species) from the eddy viscosity of the mixture.

In a recent work [22], erosion wear prediction in dense multi-size particulate flow through rotating channel has been numerically investigated using the Coriolis- and concentration-modified (PCEVM) model for turbulence. The wear models used in this study account for the broad particle size distribution. It is reported that the relationship that exists between the different operating parameters on the local flow conditions (and hence wears rates) is quite complex. The maximum wear rate usually occurs either at the inlet or at the exit subject to the operating parameters.

In the present study therefore, the performance of other variants of the two-equation \( k-\varepsilon \) turbulence models (mixture-based eddy viscosity models) are compared against the PCEVM in erosion wear prediction of multi-size particulate flow through rotating channel. The two distinct features of the present study that distinguishes it from the previous studies [22], [23] are as follows:

(a) The comparison of predicted results of erosion wear using the three turbulence modeling approach are presented for a large number of cases (432 parametric runs) over such operating parameters as flow rate, particle size distribution, average overall concentration and rotational speeds; and

(b) Based on the dataset obtained from the 432 cases (parametric runs), correlations are developed for the maximum wear rates for each model. These correlations are developed using the finite element (FE) generated data each of the three turbulence models.

As in the previous studies [7], [8], [22], [23], the mathematical modeling is based on the continuum-mechanical model whereas the numerical modeling employs Galerkin finite element methodology with \( \text{Q}_1\text{Q}_0 \) elements. For a detailed discussion on mathematical and numerical formulation, please refer [7]. The study [7] uses PCEVM turbulence approach in erosion wear prediction. Thus, in the present study, erosion wear prediction using PCEVM approach is compared with two other turbulence approach MEVM-I and MEVM-II. For the details pertaining to the implementation of mixture-based turbulence modeling approach, please refer [23].

II. IMPACT WEAR RATE

Impact wear rate is correlated to the kinetic energy flux of the particles as

\[
W_I = \frac{\rho_s C_s V_s^3}{E_I(\alpha)},
\]

where \( \rho_s \) is the solids density, \( C_s \) is particle concentration, \( V_s \) is particle impact velocity and \( E_I(\alpha) \) is the impact wear coefficient as a function of the impact angle \( \alpha \). Note that \( \rho_s C_s V_s^2 \) is the mass flux and \( V_s^2 \) is the kinetic energy per unit
mass of the particles.

For multi-size particle flow, the overall impact wear rate is likely to be influenced by all the representative particle sizes. Thus the total impact wear rate is given as [22]

\[ \dot{W}_I = \sum_{k=1}^{N} \rho_k C_k V_k^3 \tag{2} \]

where \( \rho_k, C_k \) and \( V_k \) are the density, concentration and velocity of particle size class \( k \), and \( E_{ik}(\alpha_k) \) is the specific energy coefficient for impact wear for the \( k \)th species. The velocity \( V_k \) is given by

\[ V_k = \sqrt{u_k^2 + v_k^2}, \tag{3} \]

where \( u_k \) and \( v_k \) are \( x \)- and \( y \)- components of particle velocity, \( V_k \), and the angle of impact, \( \alpha_k = \tan^{-1} \left( \frac{|v_k|}{|u_k|} \right) \).

Based on experiments [26], the particle size dependence of \( E_I \left( \frac{J}{m^3} \right) \) may be written as

\[ E_I(\alpha_k, d_{pk}) = C_{adj} E_I(\alpha_k), \tag{4} \]

where \( d_{pk} \) is the particle diameter of the \( k \)th species; \( E_I(\alpha_k) \) is the value for \( d_{pk} = 160 \mu m \) particles, and \( C_{adj} \) is an adjustable factor given as

\[ C_{adj} = A_{im} \left[ 1.65 d_{pk} + C_{im} \right]^{n_{im}} + B_{im}, \tag{5} \]

with \( A_{im} \), \( B_{im} \), \( C_{im} \) and \( n_{im} \) being determined experimentally. For a specific Ni-Cr white iron alloy material and sand slurries, the recommended values are [26]

\[ A_{im} = 8.578 \times 10^{10}, \]
\[ B_{im} = 3.645 \times 10^{-2}, \]
\[ C_{im} = 490, \] and
\[ n_{im} = -3.668. \tag{6} \]

In (5), \( d_{pk} \) is in micrometers. Thus for the multi-size particulate slurry the total impact wear rate [22]

\[ \dot{W}_I = \sum_{k=1}^{N} \frac{\rho_k C_k V_k^3}{E_{ik}(\alpha_k, d_{pk})}. \tag{7} \]

Note that the calculations presented in this study are restricted to the specific material whose wear coefficient is defined by (4-6).

In a rotating channel the particle velocities are generally directed towards the pressure side of the channel. Thus, directional impact is likely to occur mainly on the pressure side wall of the channel. In the present study, therefore, directional impact wear on the channel suction side is assumed to be negligible. Fig. 1 shows the schematic of the rotating channel, where \( H \) is the height and \( L \) is the physical length of the channel.

III. SLIDING WEAR RATE

Sliding wear is related to the abrading action of solids against the wearing surface. The frictional power associated with the particles in such a sliding action is used to relate the sliding wear rate via the specific energy of sliding.

For multi-size particulate flow, the sliding wear rate is computed as the summation of sliding wear rates due to each size class. Thus, the sliding wear rate for multi-size particulate flow is expressed as

\[ \dot{W}_{SL} = \sum_{k=1}^{N} \frac{C_k \tau_k u_k}{d_{pk}}, \tag{8} \]

where \( \tau_k \), \( C_k \) and \( u_k \) are, respectively, the shear stress, concentration and the tangential velocity of particulate species ‘\( k \)’. The particle size-dependent specific energy for sliding, \( E_{sp}(d_{pk}) \) [27, 28] is given as

\[ E_{sp}(d_{pk}) = 10^8 \left[ A_{sl} \left( d_{pk} + C_{sl} \right)^{n_{sl}} + B_{sl} \right], \tag{9} \]

where, \( A_{sl}, B_{sl}, C_{sl} \) and \( n_{sl} \) are empirically determined constants for a particular material (and \( d_{pk} \) is in microns). In the present study, these empirical constants are chosen (for a specific white iron alloy material) as

\[ A_{sl} = 4.236 \times 10^4, \]
\[ B_{sl} = 180, \]
\[ C_{sl} = 490, \] and
\[ n_{sl} = -3.861. \tag{10} \]

The wall shear stress \( \tau_k \), is computed as

\[ \tau_k = \rho_k u_{tk}^2, \tag{11} \]

where \( u_{tk} \) is the friction velocity which is computed using the wall functions and the known (already computed) velocity field.

The total wear rate is given as the sum of \( \dot{W}_I \) and \( \dot{W}_{SL} \).

IV. DISCUSSION OF RESULTS

Erosion wear is a complex boundary phenomenon and is
greatly affected due to the local flow conditions in the vicinity of the wall, particularly the solids velocity and concentration distributions adjacent to the channel walls. A comprehensive discussion on wear models, validation and the effects of various operating parameters on the erosion wear in rotating channel is presented in [22].

As aforementioned, in the present study, predicted results of erosion wear using the three turbulence modeling approach are presented for a large number of cases (432 parametric runs). The database obtained from the FE-predicted results is used further to develop correlations for maximum wear rates.

Six particle size distributions (PSDs), three average (overall) inlet concentrations, four average inlet velocities (or Reynolds number) and six rotational speeds (or rotation number) are considered. Thus a total of \(6 \times 3 \times 4 \times (Re_H) \times 6 \times (Ro_H) = (432)\) cases are run using PCEVM, MEVM-I and MEVM-II codes separately. Table I shows the range of values of the operating parameters.

<table>
<thead>
<tr>
<th>Table I</th>
<th>VALUES OF THE OPERATING PARAMETERS USED IN PARAMETRIC RUNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSDs</td>
<td>(C_{avg})</td>
</tr>
<tr>
<td>Slurry A1</td>
<td>8%</td>
</tr>
<tr>
<td>Slurry A2</td>
<td></td>
</tr>
<tr>
<td>Slurry B1</td>
<td>12%</td>
</tr>
<tr>
<td>Slurry B2</td>
<td></td>
</tr>
<tr>
<td>Slurry C1</td>
<td>18%</td>
</tr>
<tr>
<td>Slurry C2</td>
<td></td>
</tr>
</tbody>
</table>

Three (PSDs) different slurries (A, B, C) with the representative particle diameters of the six size classes are used in the study as shown in Table II. For each slurry, two different sets of individual concentrations of the six species are considered. Thus there are six distinct PSDs or slurries under consideration.

The concentrations (as a percentage of the overall concentration) of each size class for the three slurries are shown in Table III. For convenience, the weighted mean diameter of each of the six PSDs is also shown in Table III. Slurry A-C1 with concentration distribution (weighted mean diameter, \(d_w = 187.5 \mu m\)) is small-particle dominated since the two smallest size classes account for 55% of the overall concentration. Similarly, Slurry A-C2 \((d_w = 342.5 \mu m)\) is large-particle dominated since the three largest size classes account for 60% of the overall concentration. Slurry B-C2 has a uniform share of all six classes. Slurry C-C1 and C-C2 are both dominated by intermediate-size particles. In subsequent discussions, the slurries are referred to simply as A1, A2, B1, B2, C1 and C2 instead of as A-C1, A-C2 etc.

In all the cases, the density of all six size classes is 2680 kg/m³. In general, both sliding and impact wear rates are computed using the particle size-dependent specific energy coefficients in the wear models (refer (7) and (8), respectively). The wear coefficients used are for the combination of sand particles and white iron alloy wear material.

A. Comparison of Turbulence Models for Maximum Wear Rates and Mass Loss

This section presents a comparison of the overall results (of 432 parametric runs) using all three models. Two criteria are used for this comparison, viz., (i) the maximum predicted wear rate and (ii) the rate of mass loss (in mg/hr) along the channel pressure side using the three turbulence models for...
all 432 cases. The total maximum wear rate is computed as

\[ W_{\text{max}} = \left( W_{SL} + W_I \right)_{\text{max}}. \]  \hspace{1cm} (12)

As discussed previously, at the suction side of the channel the wear is only due to sliding. The maximum (total) wear rate in (12) is computed only at the pressure side of the channel, since wear rates are always higher on the pressure side [22].

The mass loss \( (\Delta \dot{n}) \) along the pressure side channel wall is related to wear rate as

\[ \Delta \dot{n} = \int_{x=0}^{x=L} \rho_{wm} \left( W_{SL} + W_I \right) b dx, \] \hspace{1cm} (13)

where \( \rho_{wm} \) is the density of the wear material (taken as 7700 kg/m\(^3\) for white-iron alloy material), and \( b \) and \( L \) are channel width and length, respectively. The width is assumed to be unity.

A comparison of maximum (total) wear rate (in microns/hr) and mass loss (in mg/hr) along the channel pressure side computed using PCEVM and MEVM-I is presented in Fig. 2. The line of 100% accuracy \( (y = x) \) and the best fit line \( (y = 1.0252x) \) are also plotted. The regression coefficients \( r^2 \) for the two lines are \( r^2 = 0.9539 \) and \( r^2 = 0.9548 \), respectively, indicating very good agreement between the two predictions for maximum wear rates. The results of computed rate of mass loss also show reasonable agreement between the predictions using PCEVM and MEVM-I.

In Figs. 3 and 4, similar comparisons are made for PCEVM vs. MEVM-II and MEVM-I vs. MEVM-II, respectively. The predictions using PCEVM and MEVM-II are seen to be in very good agreement. It may be concluded that the agreement between PCEVM and MEVM-I is best for maximum wear rate. This reinforces the conclusion of the comparison of concentration and mixture velocity using PCEVM and MEVM-I presented in [23].

The deviation in the results of mass loss particularly at higher wear rates is possibly due to the cumulative effect of averaging wear rates over the entire length of the channel whereas the maximum wear rate occurs at a unique point. It is also shown that the disagreement between the results of the two models occur for large wear rates, i.e. larger rotation rates and flow rates.

Based on the dataset obtained from parametric studies on wear, correlations are developed for the maximum wear rates for each model. These correlations are developed using the finite element (FE) generated data. The PSD is represented by the weighted mean diameter of the particles (Refer Table II). The FE generated data (using each model) for maximum wear rate is correlated in the general form as

\[ W_{\text{max}}^{\text{COR}} = A \left( \frac{d_w}{H} \right)^{n_1} \left( \frac{C_{\text{avg}}}{\text{avg}} \right)^{n_2} \left( \text{Re}_H \right)^{n_3} \left( \text{Ro}_H \right)^{n_4}, \] \hspace{1cm} (14)

where \( A \), \( n_1 \), \( n_2 \), \( n_3 \), and \( n_4 \), are determined so as to yield a least square best fit for mean square error. In developing the correlations, non-dimensional forms of operating parameters (such as wear rate, weighted-mean diameter, average inlet concentration, bulk flow Reynolds number and so on) are used. The maximum wear rate is non dimensionalized with respect to \( \rho_o U_o^3 / E_{\text{SP}}^o \), where \( U_o \) is the inlet velocity and \( E_{\text{SP}}^o \) is the value of \( E_{\text{SP}} \) for a particle of diameter 270 \( \mu \)m, which is chosen as a reference particle. The root mean square error is calculated as follows.
\[ W_{\text{max}}^{\text{COR}} = 199.924 \left( \frac{d_w}{H} \right)^{1.7015} \left( C_{\text{avg}} \right)^{0.8629} \left( \frac{\text{Re}_H}{\text{Ro}_H} \right)^{0.2214} \] (18)

The RMS errors for the three correlations are 2.2\%, 2.37\% and 1.4\% respectively. Fig. 5 shows the comparison of the FE generated data for maximum wear rate with the correlated data for all 432 cases using each of the three models, PCEVM, MEVM-I and MEVM-II. The regression coefficient \( r^2 \) for the line \( y = x \) is 0.9165 for PCEVM, 0.9222 for MEVM-I and 0.9222 for MEVM-II. The regression coefficients for both \( y = x \) (line of 100\% accuracy) and the line of best fit indicate very good match...
between the computed and correlated data for maximum wear rate. Needless to say, the correlations are likely to have reasonable accuracy only in the range of operating parameters over which finite element results have been generated.

![Graph of comparison between computed and correlated maximum wear rate](image)

**Fig. 5.** Comparison of computed and correlated maximum wear using PCEVM (top), MEVM-I (center) and MEVM-II (bottom).

three turbulence models is made. It is shown that wear results using PCEVM and MEVM-I exhibit good agreement.

Finally correlations are developed between maximum wear rate and the operating parameters for all the three models. The RMS relative percentage error between the FE-generated data and the correlations is found less than 2.5% for all the three models.

**ACKNOWLEDGMENT**

The present work is a part of the original research carried out at the Department of Applied Mechanics, Indian Institute of Technology Delhi, New Delhi, India.

**REFERENCES**


