
 

 

  
Abstract—The Bayesian Optimization Algorithm (BOA) is an 

algorithm based on the estimation of distributions. It uses techniques 
from modeling data by Bayesian networks to estimating the joint 
distribution of promising solutions. To obtain the structure of 
Bayesian network, different search algorithms can be used. The key 
point that BOA addresses is whether the constructed Bayesian 
network could generate new and useful solutions (strings), which 
could lead the algorithm in the right direction to solve the problem. 
Undoubtedly, this ability is a crucial factor of the efficiency of BOA. 
Varied search algorithms can be used in BOA, but their performances 
are different. For choosing better ones, certain suitable method to 
present their ability difference is needed. In this paper, a greedy search 
algorithm and a stochastic search algorithm are used in BOA to solve 
certain optimization problem. A method using Kullback-Leibler (KL) 
Divergence to reflect their difference is described. 
 

Keywords—Bayesian Optimization Algorithm, Greedy Search, 
KL Divergence, Stochastic Search.  

I. INTRODUCTION 
HERE has been much recent work about optimization 
algorithms that build probability models based on good 

solutions found so far and use the constructed models to guide 
the further search. This class of algorithms is called Estimation 
of distribution algorithms (EDAs). The general scheme of 
EDAs works as follows [8], 

 
(1) Develop a probability distribution model by using initial 

population 
(2) Sampling step: generate a data set by sampling from the 

probability model 
(3) Testing step: test the data as solutions to the problem 
(4) Selection step: create an improved data set by selecting 

the better solutions and removing the worse ones 
(5) Learning step: create a new probability model from the 

old model and the improved data set 
(6) If the termination criteria are not met, go to (2) 
 
The Bayesian Optimization Algorithm (BOA) [2][3], is an 

algorithm based on the estimation of distributions. It uses 
Bayesian networks to build the probability model. To learn the 
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structure of Bayesian network, various search algorithms can 
be used in the BOA. Generally, a greedy search algorithm is 
used. In this paper, the greedy search algorithm and a stochastic 
search algorithm are used in BOA, and the performance 
comparison between the two search algorithms in following 
sections shows the stochastic search algorithm solves certain 
optimization problem more efficiently according to the greedy 
search algorithm. To find out the reason, we tried several 
methods, and found out a method using Kullback-Leibler (KL) 
Divergence to reflect the ability difference between the two 
search algorithms, which is described in the experiment 
section. 

II. BAYESIAN OPTIMIZATION ALGORITHM 
Bayesian Optimization Algorithm (BOA), an algorithm 

based on the estimation of distributions, uses Bayesian 
networks to model promising solutions and biases the sampling 
of new candidate solutions. 

A. BOA Procedure 
The procedure of the BOA follows: 
 
(1) Set t=0, randomly generate an initial population P (0) 
(2) Select a set of promising strings S (t) from P (t) 
(3) Construct a Bayesian network B using a chosen metric 

and constraints 
(4) Generate a set of new strings O (t) according to the joint 

distribution encoded by B 
(5) Create a new population P (t+1) by replacing some 

strings from P (t) with O (t), set t=t+1 
(6) If the termination criteria are not met, go to (2) 

 

B. Bayesian Network 
Bayesian networks [4] are often used for modeling 

multinomial data with both discrete and continuous variables. 
A Bayesian network encodes the relationships between the 
variables contained in the modeled data. It represents the 
structure of a problem. Bayesian networks can be used to 
describe the data as well as to generate new instances of the 
variables with similar properties as those of given data. In the 
network, every node corresponds to one variable. An edge 
between two corresponding nodes is used to represent the 
relationship between two variables.  

Mathematically, an acyclic Bayesian network with directed 
edges encodes a joint probability distribution. This can be 
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written as 

                 ∏
=

=
n

i
ii XPaXPXP

1

))(|()(                        (1) 

where X  is a vector of variables, )( iXPa  is the set of 

parents of iX  in the network (the set of nodes from which 

there exists an edge to iX ) and ))(/( ii XPaXP  is the 

conditional probability of iX  conditioned on the variables 

)( iXPa .  
For a successful application of Bayesian Optimization 

Algorithm (BOA), it is necessary to learn a Bayesian network 
structure and parameters (conditional probabilities) which 
reflect the dependencies and independencies that decompose 
the problem properly. Learning the parameters for a given 
structure is easy, because the value of each variable in the 
population of promising solutions is specified. But learning the 
structure is a much more difficult problem. The algorithm for 
structure learning generally contains two important 
components:  

(1) A scoring metric for measuring the quality of Bayesian 
network structures;  

(2) A search procedure for searching the space of all possible 
network structures to find the best one with respect to a given 
scoring metric.  

In this paper, Bayesian Information Criterion (BIC)[7] is 
selected as the scoring metric.  

The number of all possible structures for a Bayesian network 
with n nodes can be calculated by using a recursive formula [5] 
as follows: 

∑
=

−+ −⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

n

i

inii inr
i
n

nr
1

)(1 )(2)1()(                      (2) 

This equation gives ,25)3( =r  ,29281)5( =r  
18102.4)10( ×≈r . Since Equation 2 is super-exponential, it is 

impractical to perform an exhaustive search to find the best 
structure. 

III.  SEARCH ALGORITHMS 

A. Greedy Search 
In BOA, normally a greedy search algorithm given a scoring 

metric is used as follows: 
 
(1) Initialize the network (e.g., to an empty network) 
(2) Collect all possible simple graph operations (e.g., edge 

addition) that can be performed on the network without 
violating the constraints (e.g., introduce cycle?) 

(3) Pick the operation that increases the score of the network 
the most 

(4) Perform the operation picked in the previous step 
(5) If the network can no longer be improved under given 

constraints on its complexity or a maximal number of 
interactions have been reached, finish 

(6) If the network still can be improved, go to (2) 
 
There are three elementary operations that could be chosen: 

edge addition, edge removal and edge reversal. However, 
according to empirical results, using edge removal and reversal 
with edge addition does not significantly improve the learning 
comparing with just using edge addition [2][3][6]. So people 
generally only choose edge addition as the operation. 

B. Stochastic Search 
A stochastic search algorithm performs series of elementary 

operations (edge addition, edge removal or edge reversal) 
between randomly chosen pair of nodes, which improve the 
quality of the current network the most until no more 
improvement can be obtained in a specific number of 
continuous iterations. The basic procedure works as follows: 

(1) Initialize the network 
(2) Randomly choose two different nodes Xi and Xj 
(3) If no edge between them,  
Collect edge additions (from Xi to Xj or from Xj to Xi) that 

can be performed on the network without violating the 
constraints (e.g., introduce cycle?); 

Pick the operation that increases the score of the network the 
most; 

Perform the operation picked in the previous step 
(4) If an edge exists, 
      Collect edge removal and edge reversal that can be 

performed on the network without violating the constraints; 
Pick the operation that increases the score of the network the 

most; 
Perform the operation picked in the previous step 
(5) If no improvement has been obtained in a specific 

number of continuous iterations, finish 
(6) If any improvement obtained, go to (2) 

IV. EXPERIMENTS 
The key objective of BOA is that the constructed Bayesian 

network could generate new and useful solutions, which could 
lead the algorithm in the right direction to solve the 
optimization problem efficiently, which means that this ability 
of the search algorithm is crucial. For search algorithms 
selection, how to present their ability difference needs to be 
solved. 

The experiments are divided into two parts: Part I is to make 
performance comparison between the greedy search algorithm 
and the stochastic search algorithm for one optimization 
problem; Part II is to introduce a KL Divergence method to 
reflect their ability difference.  

A. Part I 
Firstly, a search optimization problem is needed. Since the 

results that these search algorithms obtain are Bayesian 
networks, an optimization problem highly relative with 
Bayesian networks is set as follows: 

 
Given a randomly generated Bayesian network B including a 
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structure of 10 binary nodes with 20 edges and relative 

conditional probabilities, find out the vector kX  that could 

maximize the joint probability distribution )(XP  of B. 
So this optimization problem is that the best one is expected 

to be found among 210 strings.  
One example structure of B is shown as Fig.1:  

 
Fig. 1 An example structure of Bayesian Network 

 
Following the procedure of BOA, the Bayesian Information 

Criterion (BIC)[7] is selected as the scoring metric, no different 
individuals existing in the population is set as the termination 
criterion, and no less than ten percent of new population equal 
to the optimum is set as the mark that the problem has been 
solved. We varied the data size (the number of samples) by 50, 
100 and 200, and made tables to record 100 runs results by 
using the stochastic search algorithm and the greedy search 
algorithm. 

 
(1) Data Size: 50 

TABLE I 
100 RUNS RESULTS OF TWO ALGORITHMS GIVEN RANDOM BAYESIAN NETWORK 
OF 10 NODES WITH 20 EDGES (SS=STOCHASTIC SEARCH, GS=GREEDY SEARCH, 

#=THE NUMBER OF) 
# Bayesian Network B 100 
# SS converged at optimum, GS didn’t 30 
# GS converged at optimum, SS didn’t 13 
# Neither converged at optimum 33 
# Both did, but SS took fewer generation times 16 
# Both did, but GS took fewer generation times 3 
# Both took same generation times to optimum 5 
As the table above shows, given 100 randomly generated 

Bayesian networks, the stochastic search algorithm could find 
out the best solution for 54 of them, while the greedy search 
algorithm could solve 37 of them. 16 of 19 the stochastic search 
algorithm needed fewer generation times than the greedy 
search algorithm to reach the global optimum.  
 

(2) Data Size: 100 
TABLE II 

100 RUNS RESULTS OF TWO ALGORITHMS GIVEN RANDOM BAYESIAN NETWORK 
OF 10 NODES WITH 20 EDGES (SS=STOCHASTIC SEARCH, GS=GREEDY SEARCH, 

#=THE NUMBER OF) 
# Bayesian Network B 100 
# SS converged at optimum, GS didn’t 34 
# GS converged at optimum, SS didn’t 3 
# Neither converged at optimum 20 
# Both did, but SS took fewer generation times 33 
# Both did, but GS took fewer generation times 3 
# Both took same generation times to optimum 7 
As the table above shows, given 100 randomly generated 

Bayesian networks, the stochastic search algorithm could find 
out the best solution for 77 of them, while the greedy search 
algorithm could solve 46 of them. 33 of 36 the stochastic search 
algorithm needed fewer generation times than the greedy 
search algorithm to reach the global optimum.  

 
(3) Data Size: 200 

TABLE III 
100 RUNS RESULTS OF TWO ALGORITHMS GIVEN RANDOM BAYESIAN NETWORK 
OF 10 NODES WITH 20 EDGES (SS=STOCHASTIC SEARCH, GS=GREEDY SEARCH, 

#=THE NUMBER OF) 
# Bayesian Network B 100 
# SS converged at optimum, GS didn’t 21 
# GS converged at optimum, SS didn’t 0 
# Neither converged at optimum 16 
# Both did, but SS took fewer generation times 39 
#Both did, but GS took fewer generation times 13 
#Both took same generation times to optimum 11 
As the table above shows, given 100 randomly generated 

Bayesian networks, the stochastic search algorithm could find 
out the best solution for 84 of them, while the greedy search 
algorithm could solve 63 of them. 39 of 52 the stochastic search 
algorithm needed fewer generation times than the greedy 
search algorithm. 

B.  Part II 
The statistic results of Part I show that the stochastic search 

algorithm outperformed the greedy search algorithm for this 
optimization problem under given condition. It seems that the 
former owns stronger ability to generate new and useful strings 
than the latter. Thus, a suitable method is needed to present this 
difference between them.  

Firstly, we tried to make a comparison of the entropy of the 
Bayesian networks obtained by these two search algorithms. 
The entropy H [1] is calculated using following equation: 

                          ∑−=
i

ii ppH log                                  (3) 

where ip  is the probability of i . And when ip  equals to 0, H 
equals to 0. 

However, these two search algorithms got Bayesian 
networks with similar entropy. The results given data size 100 
is could be shown in Fig. 2. (* for Stochastic Search, o for 
Greedy Search) 

World Academy of Science, Engineering and Technology
International Journal of Computer and Information Engineering

 Vol:1, No:7, 2007 

2192International Scholarly and Scientific Research & Innovation 1(7) 2007 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 C
om

pu
te

r 
an

d 
In

fo
rm

at
io

n 
E

ng
in

ee
ri

ng
 V

ol
:1

, N
o:

7,
 2

00
7 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/3

33
8.

pd
f



 

 

0 2 4 6 8 10 12 14 16 18 20
0

1

2

3

4

5

6

7

8

9

10

Generation Time t

E
nt

ro
py

 
Fig. 2 Entropy of 100 runs 

 
Then we tried another method using Kullback-Leibler (KL) 

Divergence [1], which is a natural distance function from one 
probability distribution to the other one. It could measure how 
much different information contained between them.  

The method we introduced is to calculate and record all KL 
Divergences between the Bayesian Network B(t) learned at 
time t and the one B(t+1) learned at time t+1, then calculate 
average and use error-bar to show chosen results together in a 
same figure. The KL Divergence is calculated using following 
equation: 

∑ +
=+−

x tB
tBtBtBtBDKL

)1(
)(log)())1(),((               (4) 

where x denotes  any possible instance of the Bayesian 
network. 

 
The following figures present the KL Divergence difference 

between the two search algorithms when data size equals to 
100.  
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Fig. 3 KL Divergence of 100 runs 

 
Fig. 3 shows the average KL Divergence of 100 runs 

between the constructed Bayesian network at time t and the one 
at time t+1 for two search algorithms.  
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Fig. 4 KL Divergence of results that SS found Optimum  

but GS did not 
 

Fig. 4 shows the average KL Divergence of results that SS 
found Optimum but GS did not, between the constructed 
Bayesian network at time t and the one at time t+1 for two 
search algorithms.  
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Fig. 5 KL Divergence of results that GS found Optimum  

but SS did not 
 

Fig. 5 shows the average KL Divergence of results that GS 
found Optimum but SS did not, between the constructed 
Bayesian network at time t and the one at time t+1 for two 
search algorithms.  
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Fig. 6 KL Divergence of results that neither found Optimum 

 
Fig. 6 shows the average KL Divergence of results that 

neither found Optimum, between the constructed Bayesian 
network at time t and the one at time t+1 for two search 
algorithms.  

As the series of KL Divergence figures present, the distances 
between the two curves for search algorithms shows that SS got 
larger KL Divergence at each generation than GS did, which 
means that the former obtains more different Bayesian network 
than the latter.  

V. DISCUSSION 
From the experiment Part I, statistic results show that the 

stochastic search algorithm outperformed the greedy search 
algorithm for this optimization problem under given condition. 
This means that the SS owns stronger ability to generate new 
and useful strings than the GS. To explain this difference, a 
method using KL Divergence is introduced in the experiment 
Part II. The figures obtained using this method show that the 
stochastic search algorithm got larger KL Divergence between 
generations than the greedy search algorithm did. It means that, 
in each generation, the former got more different Bayesian 
network than the latter, which probably increased the chance to 
generate new and useful strings, and finally made the 
Stochastic Search outperformed the Greed Search in our 
experiment. The method using KL Divergence could reflect but 
not yet fully measure this ability of search algorithms. Further 
research work about this is needed.  
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