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Abstract—In this paper, we propose a high capacity image hiding
technology based on pixel prediction and the difference of modified
histogram. This approach is used the pixel prediction and the

difference of modified histogram to cal culate the best embedding point.

This approach can improve the predictive accuracy and increase the
pixel difference to advance the hiding capacity. We also use the
histogram modification to prevent the overflow and underflow.
Experimental results demonstrate that our proposed method within the
same average hiding capacity can still keep high quality of image and
low distortion.
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|. INTRODUCTION

DATA hiding can serve as the process of embedding secret
data into a cover media (host signal). The image for
carrying datais called a cover image, and the image carrying the
embedded information is called a stego-image. Reversible data
hiding scheme not only embeds datainto cover images, but also
restores the original image from the stego-image after the
embedded data have been extracted. If the original image cannot
recover, thiswill occur a permanent distortion of original image
after the secret messages have been extracted, and thus the
image quality is degraded. However, distortion for some
applications is undesirable, such as medical image. For data
hiding, many studies have been reported. The most common
methods are least-significant bits (LSB) [1, 2], difference
expansion [3,4,5], and histogram-based techniques [6-11] in the
spatil domain. In addition, combining the prediction mechanism
to work a reversibel data hiding have been presented [12,13].
Cdik et al. [1] presented a generalized-LSB modification
method to improve the lossless data embedding capacity. Hu et
al. [3] proposed a difference expansion (DE) based on integer
Harr wavelet transform, which utilized the horizontal as well as
vertical difference images for data hiding. Tain [4] presented a
high capacity, low distortion reversible data embedding
algorithm used DE, authors explored the redundanciesin digital
image to achieve high capacity and keep the distortion low.

Ni et al. [6] proposed a histogram-based method to achieve
data hidding, which used the zero and peak points of an image
histogram to embed message and recovered the original image
after extracting the embedded data. Based on the histogram
modification of pixel differences to design the reversible data
hiding technique presented by [7,8], these schemes used pixel
differences between original gray value and prediction value to
construct the histogram of difference. Tsai et al. [9] proposed a
data hiding based histrogram shifting for medical images.
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The prediction technique was used to estimate the similarity
of neighboring pixels and the residua histogram of the
predicted errors of the host image was used to hide the secret
data. They used the overlapping between peak and zero pairsto
increase the capacity. Wu et al. [12] proposed an embedding
secret data method into compression codes during the lossless
image compression based on predictive coding. In this study, it
is mainly using the error values via predictive coding stage to
hide the secret data into a host image and extract those of data
by referring to a hiding-tree. In this paper, we propose a high
capacity data hiding method based on pixel prediction and
modification of prediction errors (PPMPE) which can
outperform the prior works not only in terms of payload but also
in terms of stego-image quality. The rest of this paper is
organized as follows. Section 2 presents the proposed method.
Experimental results are shown in Section 3. Finaly,
conclusions are given in Section 4.

I1.PROPOSED METHOD

A.Median Edge Detection Predictor

The embedding process of proposed PPM PE based on pixel
prediction and modification of prediction errors. JPEG-L S uses
the median edge detection predictor (MED) to obtain good
decorrelation [14]. The MED isused to predict the gray value of
pixel in this paper. It is based on the causal neighboring pixels
shownin Figure 1, where x denotes the current pixel, a, b, and ¢
are neighboring pixels in the relative positions. The pixel x is
predicted by the MED predictor represented as

min(a,b), if c=max(a,b),
x=MED(X) ={max(a,b), if c<min(ab), (D
a+b-c, othewise

where X isthe predicted value of x. If a, b, or ¢ lies outside of
image, here, it is set to be zero.

The prediction error e between pixel x and its prediction
value X isdefined as € = X — X. For good predictor, the error
histogram sharply distributes around zero point with two-sided
exponential decay for most natural images. The prediction
difference d between pixel x and its prediction value X is

defined as d = |¢ = |x — X|.. The difference histogram should

highly and sharply distribute around zero point with one-sided
exponential decay for most natural images. The proposed
PPMPE embeds the message into the pixel that its differenceis
the peak point of difference histogram. This operation
significantly increases the number of embeddable pixel such
that PPM PE has high hiding capacity.

clb| |
alx
Fig. 1 Thea, b, and c are the neighboring pixels of current pixel xin
JPEG-LS
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B. Embedding Process
Assume that the secret hiding messiigkasJ symbols and

M ={mo,ml,---,mj_1} , where m, D[O,T] is the data
hiding in the pixel. The valuam can be represented by

10, ify<0,r="-y,
¥ 71255, ity » 255, =y - 255
Ther, recorded the overflow or underflow, D[O,T] )

(6)

log, (T +1) bits. The amount of hiding message is Step 5: Go to Step 3 until the hiding message is completel

embedded.

J xlog, (T +1) bits. TheT is a predefined threshold value Based on the above steps, the secret data cartesstully

which determines the amount of hiding data and ithage

hidden into the host image. Next, Itk and output the

quality of stego-imag¥. For example, iT=1, the pixel can be stego-imageY and the overflow/underflow information record
embedded one bit o, . LargerT resulted in high amount of as R ={r0,r1,--- ,rK_l} . Because off, D[O,T] , it needs

hidden data but lower image quality of stego-imdger an
N-pixel 8-bit grayscale cover imagé with a pixel valuex; ,

where X is the grayscale value of theth pixels,

0<x <N-1, N=WxH , and WxH is the size of

image. Details of the embedding procedures arerithescas
follows.
Sep 1. Calculate the histogram differences.

His(i),i =1,-- ,N =1, be scan the cover imag¥ by
raster-scan., next to compute the pixel differerld,ebetween
pixel x and its prediction valug , whered, =|)(i —)A<,| and

X =MED(x) in Eq. (1).

Sep 2:  Determine the peak positignfrom His: The peak
pointp is the argument for which the value attains itximam
value of histograniis, where

p= argd:mg\ésHls (o[ )

The corresponding maximum value éfis is defined as
N, where

N, = His(p). (3)

Step 3 Data hiding: variablegandk are initialized to be zero.

Scan the whole image in the same raster-scan3tefinl. For
eachith pixel X, does the following steps, whered toN-1.

() Ifd<p,lety =x.
(i) If di > P, shift X by T units according to the rule:
_ )T x 2,
Y _{x ST, i x <%
(iii) If di = P, the current secret damj is embedding

(4)

into X according to the rule:

X +m, ifx =X,
Y=y om0 x <3 (5)
X —my, if X <X.
Sep 4: Prevent overflow/underflow process: After

modification of a pixel, the pixel value maybe begothe
grayscale level. To prevent overflow and underflave, use

additional arrayR to record the overflow and underflow. The

current pixel y; is modified by the following rule
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Let

722

K xlog, (T +1) bits to store the overhead information. Let

|O| be the total bits to store the overflow/underflow

information, Where|O| =K xlog, (T +1) . If the pixel
difference is equal t@ in Step3(iii), the secret data can be
embedded. Hence, the maximum hiding capacity is
N, xlog, (T +1). The additional informatiof, p, andJ are
needed to extract the embedded data from the stesge.
Assume it needs 8 bits to store the valu&,d bits to store the
value ofp, and 20 bits to store the valueJofThese 36 bits can

be stored in the header of the image file. Herfezré¢al hiding
capacity (pure payload) can be defined as

PurPay = J xlog, (T +1)-|O| - 36, @)
whereJ is smaller than or equal tblp . The maximum value of
pure payload is

mPurPay = N xlog, (T +1)~|O| - 36. (8)

C.Extraction Process

After the receiver receives a stego-imagd, p, J, and the
overflow/underflow informatiorR, the receiver can extract the
hiding message from the stego-imageand losslessly recover
the cover imageX. Details of the extraction procedures are
described in the following.

Assume thatR is the overflow/underflow information,

where R :{ro,rl,--- ,rK_l} .

The variablesj and k are
initialized to be zero. Lel, =T + p. The constantl, is
used in algorithm. Scan the whole image in the sasier-scan
to get{yi |0£i < N} . For eachith pixel y; does the

following steps, wherg=0 toN-1, N=WxH, andWxH is the size
of image.

Sep 1. Recover overflow/underflow process: The pixgl

maybe is modified by the process in Eq. (6). It lbamecovered
by the following rule.
if y, =0,

_ 7N
y _{255+ r, ify =255
where I, is the current overflow or underflow value and
r 0[0.T].

9)
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Sep 2. Determine the prediction differendéi* . The pixel
differencesdi* between pixelx and the prediction valug is
d’ =|y, —%|, whereX = MED(x;) in Eq. (1).

Sep 3: Extract messagén, and recover the pixeX of

cover imagex:
M1fd <p,letx =y.
(iiy If di* >Tp , shift y, by T units according to the rule:
y =T, if y 2X,
X = . N (10)
y, +T, if y <X.
@iy If p< di* STp, the secret datanj is extracted and

X is recovered defined as

M, =d -p (11)
-m., if y =X,
%o . Y )f (12)
y, +m, if y <X.

Sep 4: Go to Step 1 until the hidden messages are coetplet

extracted.

Ill. RESULTS
In our experiments, the test image is of size 512xGiven a

predefined valueT, the hidden dat{amj} is generated by

random number generator such thex m < T . In addition,

in order to evaluate our system performance, wethisgeak
signal-to-noise ratio (PSNR) to measure the qualify
stego-image expressed as

2
PSNR =10 log 255 ;
10 M$
(13)
1 HxW-1
MSE=| = _y
(waj 2 X

where MSE is mean-square error, and varigbendH denote

the width and height of an imag®, and Yy, present the cover

image and stego-imagei#t pixel, respectively.

In our experiments, the results will present therage
pure-payload and PSNR of 100 runs for data hidingach
cover image.

The Np is the corresponding number of peak p@nihe
maximum  hiding capacity isl, xlog, (T +1). For each test
image, the peak poimtis 1 and theprith the differentT is

shown in Tables | and II. In Table I, all stego-gea except
“Pepper” have no overflow or underflow conditiong.j

|O| =0. The Iength|O| of “Pepper” is 15 bits. The average

pixels. Hence, their values d‘f\Ip are higher than those of

non-smooth images. Images with high textured arsash as
“Mandrill”, there are low spatial correlation andw values

of Np. For Tables | and I, it is clear that the loweresulted

the larger image quality of stego-image. Hencegdahiding

capacities can be obtained by repeating the propasda

hiding process for the smalldr. Table Il shows the pure
payload versus the PSNR of the proposed algorithin=f1.

The comparison of PSNRs of #tial. method [6], MPE [13],
and the proposed PPMPE under the same pure paytwadst
images is shown in Table IV. When the average pasdoad
PurPay is about 9772 bits, the average PSNR of PPMPE is
56.89dB which is higher than Nit al. method and MPE
method, respectively. Hence, our proposed methadpgrior
to those of Niet al. method and MPE method. Figure 2 shows
the stego-images with the different pure payload“fena”
image.

IV. CONCLUSIONS

In this paper, we have presented a high capacagénhiding
based on the difference of modified histogram aredligtion.
Experimental results demonstrate that our approanligain the
capacity of data embedding and preserve high guaflimages
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TABLE |
HIDING CAPACITY AND THE PSNR(DB) OF THE PROPOSEDMETHOD FORT=1
Test O] mPurPay Bit rate
images P No (bits) (bits) (bpp) PSNR
Lena 1 67411 0 67375 0.2570 49.63
Mandrill 1 23949 0 23913 0.0912 48.60
Pepper 1 61803 15 61752 0.2356 49.43
Average 51054 51013 0.1946 49.22
TABLE Il
HIDING CAPACITY AND THE PSNR (dB) ® THE PROPOSEOMETHOD FOR T=3
Test (] mPurPay  Bit rate
images Ne (bits)  (bits) (bpp) PSNR
Lena 1 67411 0 134786 0.5142 49.26
Mandrill 1 23949 0 47862 0.1826 39.11
Pepper 1 61803 214 123356 0.4706 40.05
Average 51054 51013 0.1946 42.81
TABLE Il
PURE PAYLOAD VERSUSTHE PNSR (dB) ® THE PROPOSEDALGORITHM BY REPEATING THE PROPOSEDDATA HIDING PROCESSFOR T=1.
P?E;Z§R 78645 104859 131074 157288 209717
bpp 0.30 0.40 0.50 0.60 0.80
Test images PSNR
Lena 4754 44.34 41.77 39.70 36.12
Mandrill 37.54 34.23 31.46 29.07 24.93
Pepper 46.15 43.37 40.40 38.27 34.36

Average 43.74  40.65 37.88 35.68 31.80

TABLE IV
COMPARISONOF PSNRS (dB) OF N§ METHOD [6],MPE [13], AND THE PROPOSEDPPMPE WDER THE SAME PURE PAYLOAD FORT=1
Ni's MPE PPMPE
;Ir-ﬁ;t s Pl:)r_ltjay Bit rate I
9 (bits) PSNR PSNR PSNR
Len 6657 0.025¢  48.1¢  61.8( 61.1F
Mandrill 5685 0.0217 48.22  51.79 53.01
Jet 16974 0.0648 48.27  55.14 56.52

Average 9772 0.0373 48.23 56.24 56.89

(©)
Fig. 2 The stego-images of “Lena” at the differpate payload. (a) 41.77 dB embedded with 0.5 Bpp37.92 dB embedded with 0.70 bpp, (c)
32.61 dB embedded with 1.0 bpp, and (d) 25.22 dBestded with 1.50 bpp
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