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Abstract—In this paper we introduce an approach via optimization methods to find approximate solutions for nonlinear Fredholm integral equations of the first kind. To this purpose, we consider two stages of approximation. First we convert the integral equation to a moment problem and then we modify the new problem to two classes of optimization problems, non-constraint optimization problems and optimal control problems. Finally numerical examples is proposed.

AMS Subject Classification : 45B05, 49N90.
Keywords and phrases : Fredholm integral equation, Optimization method, Optimal control, Nonlinear and linear programming.

I. INTRODUCTION

It seems that the idea of finding approximate solutions for some problems by converting them to an optimization problem will give rise to interesting results. In [5], [6] and [1], one can find the applications of this idea to find approximate solution for some ordinary and partial differential equations and some classes of integral equations, respectively, via converting these problems to an optimal control problem. The problem of finding numerical solution for integral equation is one of the oldest problems in applied mathematics and many computational methods are proposed in this area, (see [2], [3] and [4]). The standard methods for solving integral equations deal with the linear Fredholm integral equations [3]. To solve the problem will be hard where we have a nonlinear kind, as follows:

\[ y(t) = \int_a^b k(s, t, x(s))ds, \quad \text{a.e. on } [a, b]. \]  

A.H. Borzabadi is with the Department of mathematics, Damghan University of Basic Sciences, Damghan, Iran,(e-mail: borzabadi@dubs.ac.ir).

O.S. Fard is with the Department of mathematics, Damghan University of Basic Sciences, Damghan, Iran,(e-mail: osfard@dubs.ac.ir).

where \( y(\cdot) \in C([a, b]) \). The conditions of existence and uniqueness of solution for the above problem can be seen in [7]. Here we assume that the integral equations which is considered have a solution. In the next section we show that we can convert the integral equation (1) to a moment problem.

II. DEFINING THE NEW PROBLEM

Suppose that \( P_n \) be a partition of \([a, b]\) which is obtained from dividing this interval by \( n \) subinterval with equal lengths, i.e.

\[ a = t_0 < t_1 < \cdots < t_{n-1} < t_n = b, \]

\[ t_{i+1} - t_i = h, \quad i = 0, 1, \cdots, n-1, \]

corresponding to \( i \)th node of partition \( P_n, t_i \), we set

\[ y(t_i) = \int_a^b k(s, t_i, x(s))ds, \quad i = 0, 1, \cdots, n. \]

Now we consider a new problem which we call it moment problem and that is to obtain the function \( x_n(s) \) on \([a, b]\) corresponding to partition \( P_n \), whose satisfies in \( n+1 \) equation (2) and we call this function solution of moment problem. To be taken note that corresponding to any partition \( P_n \), we may have a solution for moment problem. In the following proposition we will show that with some conditions, the solution of moment problem will be a good approximation of solution (1).

Proposition 1: Suppose
\[ i) \ k(s, t, x(s)) \in C([a, b] \times [a, b] \times \mathbb{R}), \]
\[ ii) \ \nabla k \text{ exists and it is a bounded vector function on } [a, b] \times [a, b] \times \mathbb{R}, \]
then if \( \{x_n(s)\} \) be a uniformly convergent sequence of moment problem solutions to function \( x^*(s) \) then the function \( x^*(s) \) is solution of (1).
Proof: Consider \( t \in [a, b] \). By successive refinement of partitions on \([a, b]\) we can find a sequence \( \{t_n\} \) whose converges to \( t \). Suppose \( \{x_n(s)\} \) be a uniformly convergent sequence which is obtained from solution of moment problem with every refined partition. Define

\[ f_n(s) = k(s, t_n, x_n(s)), \quad \forall s \in [a, b] \]

Trivially \( f_n(s) \in C([a, b]) \). For given \( \epsilon > 0 \) and for each \( s \in [a, b] \) we have

\[
|f_n(s) - f_m(s)| = |k(s, t_m, x_m(s)) - k(s, t_n, x_n(s))| \\
\leq |k(s, t_m, x_m(s)) - k(s, t, x^*(s))| \\
+ |k(s, t, x^*(s)) - k(s, t_n, x_n(s))| \\
\leq (\|\nabla k\|_2 \epsilon, x_m(s))(t - t_m) \\
+ (\|\nabla k\|_2 \epsilon, x_n(s))(t - t_n) \\
\leq M(|t_n - t| + |x_m(s) - x^*(s)|) \\
+ |t_m - t| + |x_m(s) - x^*(s)|
\]

where \( M \) is a large positive number such that \( \|\nabla k\|_2 \leq M \). Now for \( \epsilon' > 0 \), there is a positive integer number \( N \) such that for each \( l > N \)

\[ |t_l - t| < \epsilon' & \cdot |x_l(s) - x^*(s)| < \epsilon'. \]

Thus for given \( \epsilon > 0 \) and the above \( N \), for each \( m, n \geq N \) we have

\[ |f_m(s) - f_n(s)| < 4M\epsilon' \]

and thus by choosing \( \epsilon' = \frac{\epsilon}{4M} \) we have

\[ |f_m(s) - f_n(s)| < \epsilon \]

that is the sequence \( \{f_n\} \) is uniformly convergence, (see [8]), and thus \( f_n \to f \) where \( f(s) = k(s, t, x^*(s)) \). Now we can result

\[ y(t) = \lim_{n \to \infty} y(t_n) = \lim_{n \to \infty} \int_a^b f_n(s)ds \\
= \int_a^b \lim_{n \to \infty} f_n(s)ds = \int_a^b f(s)ds = \int_a^b k(s, t, x^*(s))ds \]

and it means that \( \{x_n(s)\} \) converges to solution of (1).\( \Box \)

III. MODIFYING THE MOMENT PROBLEM TO A NON-CONSTRAINT OPTIMIZATION PROBLEM

In general, for each partition \( P_n \) of \([a, b]\) the solution of moment problem (2) may not exist. Even if the solution of moment problem exists, it may be difficult to characterize it. Thus we try to approximate a solution for moment problem by converting it to an optimization problem. First we define

\[ g_i(s) = k(s, t_i, x(s)), \quad \forall s \in [a, b], \quad (3) \]

and then we use a numerical method of integration as Newton-Cotes and we approximate the integral

\[ I_i = \int_a^b g_i(s)ds, \]

by \( I_i = \sum_{j=0}^m w_jg_j(s_j) \), where the nodes \( s_j, \ j = 0, 1, \ldots, m \) are uniformly distributed in \([a, b]\) with \( s_0 = a, s_n = b \) and spacing \( \lambda = \frac{b-a}{m} \) and the weights \( w_j, \ j = 0, 1, \ldots, m \), are depend on the order of Newton-Cotes method which is applied. To be taken note that

\[ g_i(s_j) = k(s_j, t_i, x(s_j)), \ i = 0, 1, \ldots, n, \ j = 0, 1, \ldots, m. \]

Now we consider the following optimization problem:

\[
\min_{x_0, x_1, \ldots, x_m} J(x_0, x_1, \ldots, x_m) = M \sum_{i=0}^n |y_i - \sum_{j=0}^m w_j g_j(s_j)|, \quad (4)
\]

where \( x_j = x(s_j), \ j = 0, 1, \ldots, m, \ y_i = y(t_i), \ i = 0, 1, \ldots, n \) and \( M \) is a huge positive number and we consider it as penalty value. The best solution of problems (4) will give rise to vanish the functional \( J \), thus by solving (4), we can obtain an approximation for solution of moment problem (2).

We propose an algorithm to obtain an approximate solution for original equation (1), by considering Proposition 1. First we define some notation which will be used in assertion of algorithm. We consider the optimal functional value of optimization problem (4) corresponding to \( T_n \), as \( J^*_n \), and we suppose that

\[ (x^*_{n_0}, x^*_{n_1}, \ldots, x^*_{n_m}) = \arg\min_{(x_0, x_1, \ldots, x_m)} J_n^* \]

and also \( X_n = \max_{0 \leq i \leq m} |x^*_i| \).

Initialization step:
Choose an error estimation $\epsilon$ and the nodes $s_j, j = 0, 1, \ldots, m$ which are uniformly distributed in $[a, b]$ with $s_0 = a, s_m = b$ and spacing $\lambda = \frac{b-a}{m}$. Determine weights $w_j, j = 0, 1, \ldots, m$ by choosing a Newton-Cotes method. Divide the interval $[a, b]$ into $n$ subintervals $[t_{i-1}, t_i], i = 1, 2, \ldots, n$, each of length $h = \frac{b-a}{n}$ and also define $T_n = \{t_0, t_1, \ldots, t_n\}$.

Main steps:

Step 1. Solve the problem (4) by nodes in $T_n$, go to step 2.

Step 2. If $|x_n - x_{n-1}| < \epsilon$, stop. Otherwise go to step 3.

Step 3. Replace $n$ by $n + 1$ and go to step 1.

Step 2 emphasizes on generation of a Cauchy sequence of approximate solutions to obtain approximate solution of problem (1). Using Evolutionary algorithms, specially parallel genetic algorithm will increase the velocity of computations.

IV. MODIFYING THE MOMENT PROBLEM TO AN OPTIMAL CONTROL PROBLEM

In this section we show, how we can convert problem to an optimal control problem. To this purpose we define an artificial control function $u(\cdot)$, which takes its values in a compact subset of $\mathbb{R}$, as $U$. We set

$$f_0(s, x(s), u(s)) = \sum_{i=0}^{n} \left| \frac{1}{b-a} y_i - k(s, t_i, x(s)) \right|.$$  \hspace{1cm} (5)

Now consider the following optimal control problem:

Minimize $\int_a^b f_0(s, x(s), u(s)) \, ds$, \hspace{1cm} (6)

subject to

$$\dot{x}(s) = u(s),$$ \hspace{1cm} (7)

and the boundary conditions

$$x(a) = x_a \text{ and } x(b) = x_b, \text{ are unknown.}$$ \hspace{1cm} (8)

One can show that if the target of the above optimal control problem vanishes then the equalities in (2) satisfies. A measure theoretical approach can be applied to solve above optimal control problem (see [1]). In fact in this manner using an embedding procedure, the problem of finding the optimal control is reduced to one consisting of the minimizing of a linear form over a set of positive measures. The resulting problem can be approximated by a finite dimensional linear programming problem. The solution of this problem is used to construct a nearly optimal control and approximate optimal control will deduce the approximate trajectory which is the approximate solution of moment problem.

V. NUMERICAL EXAMPLES

In this section we propose our method to obtain approximate solution of some Fredholm integral equations. Before proposing of examples we define an error function as $e(t) = x^*(t) - \hat{x}(t)$ on $[a, b]$, where $x^*(t)$ and $\hat{x}(t)$ are exact and approximate solutions of the given integral equation in every example, respectively.

Example 1: In this example we apply our method for a Fredholm integral equation of first kind as follows:

$$y(t) = \int_0^1 x(s) e^{st} \, ds.$$  

where

$$y(t) = \frac{e^t}{t} - \frac{e^{t}}{t^2} + \frac{1}{t^2}, \quad t \in [1, 2]$$

The above integral equation has analytical solution $x^*(s) = s$ on $[0, 1]$. In the Fig.1, the left diagram shows the approximate solution by applying given algorithm in Sec. 3, $\hat{x}(\cdot)$ with exact solution of problem, $x^*(\cdot)$ and right diagram shows the error function $e(s)$. In the Fig. 2, the left diagram shows approximate trajectory $\hat{x}(t)$, that is an approximate of integral equation solution and the function $x^*(t) = s$ as exact solution of integral equation. Also the right figure shows approximate optimal control. In the Fig. 3, the error function of approximate solution in Fig.2 and exact solution is given.
Example 2: In this example we apply our methods for a nonlinear Fredholm integral equation of first kind as follows:

\[ y(t) = \int_0^1 s e^{x(s)t} \, ds. \]

where

\[ y(t) = \frac{1}{2(t+1)}(e^{t+1} - 1), \quad t \in [0, 1] \]

The above integral equation has an analytical solution as \( x^*(s) = s^2 \) on \([0, 1]\). In the Fig. 4, the left diagram shows the approximate solution which is obtained by applying given algorithm in Sec. 3, \( \hat{x}(\cdot) \) with exact solution of problem, \( x^*(\cdot) \) and right diagram shows the error function \( e(s) \). In the Fig. 5, the left diagram shows approximate trajectory \( \hat{x}(t) \), that is an approximate of integral equation solution and the function \( x^*(s) = s^2 \) as one of exact solution of integral equation. Also the right figure shows approximate optimal control. In the Fig. 6, the error function of approximate solution in Fig. 5 and exact solution is given.
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