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Abstract—A human verification system is presented in this paper. The system consists of several steps: background subtraction, thresholding, line connection, region growing, morphology, star skeletonization, feature extraction, feature matching, and decision making. The proposed system combines an advantage of star skeletonization and simple statistic features. A correlation matching and probability voting have been used for verification, followed by a logical operation in a decision making stage. The proposed system uses small number of features and the system reliability is convincing.
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I. INTRODUCTION

VIDEO understanding is the process of understanding a video sequence. The procedure can be included any of the following process: detecting, segmenting, representing, and understanding an object. A human verification is a challenge research in machine vision, especially in an opened environment, which requires a process of image and video understanding. In general, a human verification system consists of several steps i.e. object segmentation, feature extraction, and human verification. Several research topics have been explored in human verification [1-15]. A human body is segmented from a background and a human shape has been used for verification. Object segmentation and human verification can be done in several ways. Rosin et. al. and Borghys et. al. proposed thresholding after the frame difference to reduce noise in object segmentation. Haritaoglu et. al. categorized the background by representing each pixel into maximum intensity value, minimum intensity value and intensity difference values between consecutive pixels. This method is sensitive to illumination changes. Oliver et. al. proposed an eigenspace model for moving object segmentation. A drawback of this method is incomplete dynamic scenes modeling. A statistical method was proposed in [14]. Each point in a scene is modeled by using a Gaussian distribution with an estimated mean intensity value. The proposed method can only handle unimodal distributions. A mixture of Gaussians is also proposed by [7].

Elgammal et. al. used sample background images to estimate a probability of observing pixel intensity values in a nonparametric manner. A geometrical structure has been used for human detection in [1] and Mahalanobis distance is calculated as a human score. Constantine et. al. proposed a wavelet-based human detection method. Chen et. al. introduced a human detection based on fuzzy rules therefore a system is suitable for one moving object. Fengliang et. al. extracted depth and gray information followed by split and merge strategy for human detection. A combination of optical flow and background subtraction for human extraction has been used in [10] followed by neural network in verification stage. Our proposed human verification system is shown in Figure 1.
This paper has been categorized into 6 sections. In section 2, an object segmentation algorithm is explained. Section 3 discusses a proposed feature extraction framework. A human verification system is introduced in section 4. The experimental results are shown in section 5, followed by conclusions in section 6.

II. OBJECT SEGMENTATION

A. Background Subtraction

Background subtraction can be done by a Principle Component Analysis (PCA) which dimension can be reduced. After applying PCA, non-moving pixels have been distinguished. The resulted image has been subtracted from each frame to create a moving object. Let \( I_{n,N}(x,y) \) be a \( N^n \) frame, a background can be found as following steps:

- Calculate an average \( (\bar{I}_n) \) of \( N \) sampling images
- Normalize an average image and transform into column matrix (A)
- Calculate covariance matrix (C)
- Use Covariance matrix to calculate eigenvalues and eigenvector
- Collect M highest Eigen-vectors and use them as background information

Let \( I_n(x,y) \) be a new image entered into a system, a reconstructed image \( I_n(x,y) \) is obtained using M eigenvectors information. A moving object, \( D_i(x,y) \), is a difference between \( I_n(x,y) \) and \( I_n(x,y) \), as the following equation:

\[
D_i(x,y) = I_n(x,y) - I_n(x,y) \tag{2.1}
\]

The details can be found in [11].

B. Thresholding

The difference image, \( D_i(x,y) \), is divided into a block of \( m \) by \( n \). An \( i^{th} \) threshold image, \( f_i(x,y) \), is obtained from

\[
f_i(x,y) = \begin{cases} 
0 \text{ (background) if } D_i(x,y) \leq th \\
1 \text{ (foreground) if } D_i(x,y) > th 
\end{cases} \tag{2.2}
\]

\[
th = \frac{1 + \rho}{mn} \sum_{i=0}^{m} \sum_{j=0}^{n} B_i(x,y) \tag{2.3}
\]

where \( th \) is a threshold and \( B_i(x,y) \) is a \( k^{th} \) block of difference image.

C. Line Connection and Region Growing

Line connection is the process of enhancing a binary image. Let \( G_x \) and \( G_y \) be the gradient of \( x \) and \( y \)-axis, a magnitude gradient \( Vf \) can be obtained from

\[
Vf = (G_x^2 + G_y^2)^{1/2} \tag{2.4}
\]

and a line connection can be calculated from

\[
|Vf(x,y) - Vf(x_0,y_0)| \leq E \tag{2.5}
\]
\[
|\alpha(x,y) - \alpha(x_0,y_0)| \leq A \tag{2.6}
\]

where \( Vf(x_0,y_0) \) be the magnitude gradient at \( x_0 \) and \( y_0 \) position, \( \alpha \) is the angle of the gradients, \( E \) and \( A \) is a constant. A pixel value is updated as a part of object if (2.4) and (2.5) is true. After line connection, a border of the object has been connected and region growing [12] has been used to filled object hole(s).

D. Morphology

A dilation \( (\oplus) \) and erosion \( (\ominus) \) technique in image morphology has been used to enhance threshold image respectively. The 4-connected neighboring of one has been used as a structure element. Figure 4 shows an example of object segmentation.

III. FEATURE EXTRACTION

After segmentation, the following features have been extracted from each image.

A. Star Skeletonization

A centroid \((c_x,c_y)\) is obtained by averaging object positions.

A distance at \( i^{th} \) frame \((d_i)\) between a centroid and a border has been sampled to create signature [12]. The resolution of signature depends on the number of angle sampling \((\theta)\). In our experiment, we start from 0 degree and keep a distance between centroid and 5 highest concaves. The details can be found in [9].

B. Movement rate

A movement rate \((v_i)\) can be found by calculating a major and minor axis. A block of object at \( i^{th} \) frame \((b_i)\), a human body movement, usually has stable rate of velocity, i.e. left to right, right to left, back to front, and front to back. Figure 3(a) shows an example of object block.

C. Major and Minor Axis Slope

Let \((x_i,y_i)\) and \((x_2,y_2)\) be the highest and lowest coordinate of the object block \((b_i)\), a slope at \( i^{th} \) frame \((\varphi_i)\) can be obtained from

\[
\varphi_i = \tan^{-1} \frac{y_2 - y_1}{x_2 - x_1} \tag{3.1}
\]

A major and minor axis is shown in figure 2.

D. Major and Minor Axis Ratio

The ratio between a major and minor axis can described as

\[
y_i = \frac{l_{\text{major}}}{l_{\text{minor}}} \tag{3.2}
\]

where \( l_{\text{major}} \) and \( l_{\text{minor}} \) be a length of major and minor axis, respectively.
**E. Body and Head Ratio**

The object block \((b_j)\) is divided into 8 vertical sub-blocks, an approximated head size can be found by calculating the length of object in a first line from the top, see Figure 2. The ratio between body length and head length, \((\kappa_j)\), is obtained.

**F. The Feature Sets**

The features are divided into 2 separate groups. Let \(f_j(x)\) be a set of star skeletonization features which are sampled into 5 features that have highest concaves [9], and \(f_j(x)\) be a set of features in section 3.B thru section 3.E which has 4 features. Both set of \(i^{th}\) human features can be written as

\[
f_{i1}(x) = \left\{d_{i0}, d_{i2}, \ldots, d_{i9}\right\}
\]

\[
f_{i2}(x) = \left\{v_i, \varphi_i, \gamma_i, \kappa_i\right\}
\]

The second set of feature \(f_{i2}(x)\) has been recorded in term of averaging value of each video frame.

**G. A Verification System**

A verification system has been separated into 2 sub-systems, a correlation matching and a probability voting. A correlation between two set of feature is written as:

\[
f_u \circ f_{ij} = \sum_{m=0}^{N} f_u^*(m) f_{ij}(x+m)
\]

A Probability \(P_1\) is defined as:

\[
P_1 = \begin{cases} f_u \circ f_{ij} & \text{if } f_u \circ f_{ij} \geq 0 \\ 0 & \text{otherwise} \end{cases}
\]

Let \(P_{f2}\) be a probability of accept criterion, i.e. the feature that an object is verified as a human, \(P_2\) be an average probability voting of all statistic features, the probabilities \(P_{f2}\) can be written as:

\[
P_{f2} = \frac{\text{number of accept criteria}}{\text{total sampling}}
\]

\[
P_2 = \frac{1}{N} \sum_{j=0}^{N-1} P_{f2}
\]

where \(N\) is the number of features used.

**H. A Decision Model**

A decision model uses 3 different logical operation criteria for decision making, AND, OR, and probability weighting. A probability weighting \((P_w)\) can be written as:

\[
P_w = aP_{f1} + bP_{f2}
\]
IV. EXPERIMENTAL AND EVALUATION RESULTS

For our experiments, 300 video sequences have been collected, 270 video sequences contain human body and 30 video sequences contain non-human. Figure 3 shows an example of video input. One hundred and fifty video sequences have been used as a training set. We have calculated an average of each feature in the training set and used them as referenced features for human and non-human. For the testing set, all features are obtained as described in section 3. We calculate a suitable threshold for optimum correlation efficiency in training database and use it as a threshold for correlation matching as in equation (3.6). For statistic features, as described in section 3.B thru section 3.E, we use probability voting in equation (3.7) and (3.8). The constraint we have used for acceptance criteria come from the averaging feature values found in training database with ±20% variation. A logical operation is used in a decision model. For AND operation, the verification criteria need to be accepted in both decision models, while either P_a or P_b criteria is accepted for OR operation. For probability weighting, P_w is calculated, if a decision value is greater than a certain threshold, the system is accepted as a human. The simulation results with separate system has been shown in Table 1 and the simulation results of different decision making criteria are shown in Table 2. As the results, the proposed system achieves a good verification rate.

<table>
<thead>
<tr>
<th>Verification System</th>
<th>False Acceptance (%)</th>
<th>False Reject (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation Matching</td>
<td>0.6</td>
<td>2.3</td>
</tr>
<tr>
<td>Probability Voting</td>
<td>0.4</td>
<td>3.4</td>
</tr>
</tbody>
</table>

TABLE II SIMULATION RESULTS OF A DIFFERENT DECISION MAKING CRITERIA

<table>
<thead>
<tr>
<th>Decision Making Criteria</th>
<th>False Acceptance (%)</th>
<th>False Reject (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OR</td>
<td>0.8</td>
<td>3.5</td>
</tr>
<tr>
<td>AND</td>
<td>0.3</td>
<td>3.7</td>
</tr>
<tr>
<td>Probability Weighing</td>
<td>0.3</td>
<td>2.6</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS

We have developed a human verification system. The system consists of several sequential steps: background subtraction, thresholding, line connection, region growing, morphology, star skeletonization, feature extraction, correlation matching, probability voting, and decision making. The proposed system combines an advantage of star skeletonization and simple statistic features. Our system distinguishes itself from the type of features used. The experimental results show that our proposed verification system needs less computation to verify moving object movement as a human than traditional methods. It is also practical for a real-time verification system. The drawback of our system is a sensitivity of an opened environment which causes some noises in background subtraction. An additional process could be added for noise reduction.
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