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Abstract—Wireless ad hoc nodes are freely and dynamically Therefore, Node B is responsible to route packemfr

self-organize in communicating with others. Eacldengan act as
host or router. However it actually depends on dhpability of
nodes in terms of its current power level, sigrieérgyth, number
of hops, routing protocol, interference and otharshis research,
a study was conducted to observe the effect of loopsit over
different network topologies that contribute to TC®ngestion
Control performance degradation. To achieve thiseaibje, a
simulation using NS-2 with different topologies baween
evaluated. The comparative analysis has beengdisdibased on
standard observation metrics: throughput, delay packet loss
ratio. As a result, there is a relationship betwsges of topology
and hops counts towards the performance of ad kbgonk. In
future, the extension study will be carried outingestigate the
effect of different error rate and background tcafbver same
topologies.

Keywords—NS-2, network topology, network performance,

multi-hops

. INTRODUCTION

]
I //1
in wireless ad hoc mode can be |

COMMUNICATION
categorized into single hop or multi-hop [1]. Ineth
former mode, no intermediate node whenever it dediv

packets as well as not requires any routing prdtoco

Therefore, the success of communication can st
managed as long as both nodes are in the transmissige

of each other [2]. The failure happens when nodet st

moving out of transmission range or weak of sigiiangth.
Meanwhile, in the latter mode which is our attentio this
paper involves at least one or more intermediagesdo
transmit packets to a dedicated destination. Ndymnéhe
dedicated destination cannot be accessed dirdatte & is
located out of the source node’s transmission rafde
following figures illustrate the differences betwesingle
hop and multi-hops.

In Fig. 1, Node A transmits packet to Node B. listh
case, Node B is located in Node A’s transmissiorecage.
Meanwhile, the opposite situation happens in Figvhre
Node C cannot directly communicate with Node A.

Haniza N. is with the Faculty of Information and rMdounication
Technology, Universiti Teknikal Malaysia Melaka, 4880 Melaka,
Malaysia (phone: 606-331-6574; fax: 606-331-6500;-mad:
haniza@utem.edu.my).

Md Khambari, M.N. is with the Faculty of Informatio and
Communication Technology, Universiti Teknikal Mad&y Melaka, 75450
Melaka, Malaysia (e-mail: najwan@utem.edu.my).

Shahrin S. is with the Faculty of Information an@n@nunication
Technology, Universiti Teknikal Malaysia Melaka, 480 Melaka,
Malaysia (e-mail: shahrinsahib@utem.edu.my).

Adib M.Monzer Habbal is with the InterNetWorks Rasgh Group,
School of Computing, University Utara Malaysia, 0808intok, Malaysia
(e-mail: adib@uum.edu.my).

Suhaidi Hassan is with the InterNetWorks Researabufs School of
Computing, University Utara Malaysia, 06010 Sintdkalaysia (e-mail:
suhaidi@uum.edu.my).

International Scholarly and Scientific Research & Innovation 6(1) 2012 61

Node A to Node C as an alternative. Here, a roytiragocol
is applied to ensure the logical path of packetvdey is
met.
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Fig. 1a Single hop where two nodes communicatetijr within
transmission range
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Fig. 1b Multi-hops (with 2 hops) where a destinatimde is out of
source node's transmission range

Based on the functionality of transmission control
protocol or TCP, the cycle of packet delivery is:sidered
complete whenever a simple type of packet known as
acknowledge (ACK) has been received within sender’s
expected duration. If not, a possible network plaiinp [3]
has been occurred which is either packet delay amket
lost. One of the common network actions towards thi
situation is applying Congestion Control mechanjgimFor
wired network, packet lost is a main indicator ohgestion
problem and it will invoke sender to adjust th&nding rate
according to current network traffic situation. Hewer,
packet lost in wireless network might come fromesal/
causes such as high bit error rate [5], hidden xposed
nodes, power level, signal strength, contention, [6]
interference [7] and others. The assumption of patkss
caused by congestion will then lead to drastic pekw
performance degradation in wireless environment.

Here, we evaluate TCP version likes TCP Tahoe, TCP
Reno and Newreno which perform differently in adcho
network but all still suffer the same problem odliility of
distinguish packet loss caused by congestion oeless
channel [1]. In our study, we simulate static ad hetwork
in different network topology. The objective ofdtstudy is
to observe the effects of network topology [8] oweulti-
hops communication. Therefore, there are three aritw
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topologieshave been selected: string, ring an

rest of the paper is organized as follows. Sedfioaviews
the basic variants of TCP Congestion Control inedianc
network topology that has been selected in our ys!
Section Il describes the simulation process staddee
simulation results will b analyzed in Section IV. Section
concludes the findings of this studpd possible extensio
of our work.

I BACKGROUND STUDY

A. TCP Tahoe, Reno, Newreno

The first solution for network congestion prcm has
been proposed by Jacobson [1D] year 1988. The
modification of traitional TCP specification wit
Congestion Control (CC) mechanigras beeidone because
almost 90% of Internet traffic is TCFase( [11-13]. TCP
Tahoe consists of theemain algorithms as statedRFC793
[14] which are Slow StariCongestion Avoidance and Fi
Retransmit.

At the beginning of packet delivery, the Slow Stalnaise
is used to determine the available bandwidth invogt and
the size of packedr congestion window (cwn is initiated
with 1 MSS or 1 packet. It will later bacreased by doub
up cwnd for each RTT. Once cwnd reach Slow ¢
threshold (ssthregh the Congestion Avoidancplays its
role. In this stage, Additive Increase Multicative Decrease
(AIMD) algorithm is used taeact towards the presel of
packet lossThe indication of packet loss can be divided
two types [15] timeout or duplication of ACK

When there isno ACK received witin sender’s timer,
sender retransmita lost packet based on last seque
number. Then, the Fast Retranswonity initiated wheneve
there is tri-duplicate ACKsAs a result, the cwnd is reset
1 MSS as a Slow Start stage previously.

The weakness ofestart Slow Start in Tahoe has b
overcome by TCP Reno where it has been skip
introduce a Fast Recovery algorithfh6]. In this new
algorithm the last successful cwnd has bmaintained as a
temporary cwnd and it increased byMEIS for every nev
dupACK. This action allows new packet transmissoross
network link. It will be ended when sender recei
acknowledgement that the retransmission of losketaleas
been receivedThe Congestion Avoidance is entered
cwnd starts gow starting from the latest cw size.

Potential of handlingmultiple packets loes in same
window has been catered by TCP Newreno amnew
improvement of Reno [17] The cwnd size only adjuste
when it detects the first loss aatlows Fast Retransr to
recover multiple losses while sender only recegsartial
new acknowledgement. Tl&@st Recovel exit when all lost
packets have been acknowledged.

B.  Multi-hops Network Topology

Multi-hops communications frequentlycan be found in
ad hoc network applications such as sensor net\
wireless mesh network and home/ office netwc Nodes
have been configured int@several topologies include
string, ring, grid, cross and random. Téteing topology is
the simplest case of wireless muitips networ [18].
Throughout static ad hoc topologiesnulti-hops pose to
several possible issues such as hidden and expumbat

International Scholarly and Scientific Research & Innovation 6(1) 2012 62

o[f9 lectronics and Co

d88no:Ppaiiem

cation Endineer
mumflé)r,1 ggﬁ?se?]ngnode{ZO, 21 and others. Fig. 3

summarizes a collection of network topology whicuaily
used in the evaluation of wireless network perfaros

Single hop String

Ring
Ad hoc Wireless
Topology
Grid
Multi-hop
Cross
Random

Fig. 2Topology for Single hoy vs. Multi-hops

. EXPERIMENTAL APPROACH

A. Network — Setuesigr and Observation Metrics

In this subsection, we illustrate selected network
topologies to be studied. IRig. 4, all wireless nodes are
considered as static ad hoc network whichusing IEEE
802.11b with basic data rate 1 Mk The standard distance
between two neighboring nodes is given as 200 1 [18,
22].

(a) Stringtopology
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(b) Ringtopology (c) Grid topology

Fig. 3Nodes configuration according to the different togaes-
string, ring and gri

In this study, a comparative analysis only involupsto 5
hopsor 6 nodes communicati [23]. Here, we plan to have
only one TCP flow between two nodes communica
over different variants of TCP Congestion Contrbiah are
TCP Tahoe, TCP Reno and TCP Mreno. A pair of nodes
communican has been described in the following Tel.
For routing, we implementa reactive routing protocol
named as Ad hoc Obemand Distance VectolAODV)
routing wherehe path is established based on demanit
offers a quick connection setup.Detail information
regarding to simulation parameter has been destrib
Table Il.
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TABLE | Vol:6, No:MBHI t the Ii%ops communication [19, 27]. Howevthnis
SUMMARY OF NODES PAIR ﬁgl;(l)‘l’L?)PGIOETSENTIAL ROUTE IN DIFFEENT mechanlsm is not appllcable in more than 3 hOpStW
Hop Node Pairs time, collision occurred among the data and ACKthe
6] — - = same flow.
ring 'ng fl For ring, the changes happen only after 4 hops. By
Routes Routes comparing TCP CC variants, TCP Newreno always ptese
[1,2] L2 - L2 - high throughput for all topologies indeed. This htig)_e
2 [1,3] L3 2 [1.6] 2or supported by the feature offered by TCP Newrenoreiite
5 can recover multi-packet losses which also consifiers
3 [1,4] [1,4] gg or [1,7] 32 or burst errors that always happen in wireless network
, ,o or
5,6 1400
4 [15] [1,5] 234 [1,11] 2,3,7or _ i
2,6,10 or a 1300
5,9,10 or 2 1200 1
5,6,10 or 5 1100 -
>.5.7 £ 1000
5 [1,6] [1.6] 2345* [1,12] 234,80r 3 i
2,37,80r £ 900
2,3,7,11 or Y 800 -
2,6,7,8 or S
2,6,10, 11 or g 700 1
5,9,10,11 or -é 600 -
5,6,7,8 or wi |
5,6,10,11 500
** Node 6 has been moved out of Node 1's transmissange 400 -
TABLE II 300 -
SIMULATION PARAMETERS Tahoe Reno NewReno
Parameters Value
Routing Protocols AODV m1 hop m2hops m3hops M4hops m5hops
MAC Protocol IEEE 802.11b
Channel rate 1 Mbps
RTS-CTS On Fig. 4 Throughput for String topology
Simulation Time 100 seconds
Simulation Topology String, Ring and Grid
Number of Nodes 6 (string & ring ) ; 12 (grid) 1400
Packet Size 1000 bytes
Application Protocol FTP 1300 -
NS-2 version 2.34 7 1200 -
-]
j_..‘. 1100 -
A . . 3
In this study, an open source simulation tool naraed & 1000
. [}
NS-2 version 2.34 [24, 25] has been used. We dofleme 2 900
performance metrics such as end-to-end througlepatsto- £ 800
end delay and packet loss ratio. This selectiobaised on E 700
possible output to represent possible network pewdoce & 600
degradation over multi-hop communications. 2 s00
400
V. NUMERICAL RESULT & ANALYSIS 300
A.  Hop Count vs. Throughput Tahoe Reno NewReno
From the overall perspective, throughput at thedpart m1hop =2hops m3hops m4hops ®5hops

layer decreased when the number of hop is increddett
proves that any packet transmission over wirelsdsighly
potential to loss compared to wired network. Maagtdrs
contribute to loss problem as mentioned in mangaesh
[5, 26]. Here, the simulation study has been cotatlover

Fig. 5 Throughput for Ring topology

a variant of TCP Congestion Control (CC) mechanisms
(which are TCP Tahoe, TCP Reno and TCP Newreno) in

order to make a benchmark of the TCP flow behairnor
wireless multi-hops cases.

In Fig. 5 to Fig. 7, it can be seen that the vatie
throughput for all topologies are equal betweentlihee CC
variants up to 3 hops. However, this trend charvgeen the
number of hops has been extended to more than Botbr
string and grid. For the first three hops, this gegps when

RTS-CTS mechanism has been actively avoid concurren

transmission created by hidden and exposed nodee is
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Fig. 8 End-to-end delay for Ring topology
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Fig. 6 Throughput for Grid topology
B. Hop Count vs. Delay 0.14
In this sub-section, we analyzed the relationskgpwien
the number of hops and delay. From the networkndifi, 0.12
delay or round trip time (RTT) is an expression tbé ;g 0.10
certain duration taken by a sending packet untiai been '
acknowledged. In a common sense, it will be inedasnce < o.08
the distance between two communicating nodes isased. ¢
From Fig. 8 to Fig. 10, it can be seen that theivaif % 0.06
delay for all topologies over a variant of TCP CC § ..,
mechanisms is given as nearly 0.02 seconds whetteger -‘.;
communication distance involves up to 3 hops. Whel % 0.02
distance reaches more than 3 hops, it shows teati¢lay
becomes bigger which is between 0.04 seconds atsl 0. 000
seconds. This is because of the collisions thapdapat
MAC layer among data and ACK. Therefore, the foilogv
discussion will focus on 4 and 5 hops in each toggpl
Referring to string topology, Fig. 8 indicates thae
delay for both hops is closely followed each othéfhe
values for 4 and 5 hops are given as 0.04 secamdi® .85
seconds respectively. In term of a variant of TOR, e 0.18
delay in TCP Reno is slightly higher compared toecs. '
In ring topology in Fig. 9, the delay conveys some 0.16
different information. For the packet transmissiovolving Z 014
4 hops, the delay maintains almost over differenC® CC ] 0.12
at almost 0.04 seconds similar to the case asringst &
topology. Meanwhile in the case of 5 hops, the yela «g 0.10
changed from 0.09 seconds to 0.12 seconds in TG® Re £ o.08
and TCP Newreno. For grid topology, the delay diops E 0.06
communication is slightly higher than in ring topgy g '
which is 0.06 seconds. This also happens in 5 hage & 004
where the delay was recorded as 0.16 seconds bvECR 0.02
CC mechanisms. 0.00
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Fig. 9 End-to-end delay for Grid topology
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C. Hop Count vs. Packet Loss Ratio Vol:6, No1, 2012

The packet loss ratio is calculated based on th
differences between number of sent packets and euofb
received packets over total sent packets. Basedhen
simulation result, there is less number of packetsés
occurred within 3 hops communication. In this cathe
value of packet loss ratio is almost zero percentddis
insignificant figure represents the effectivenesR0S-CTS
mechanism on handling concurrent transmission. Frtver
research, the fact of packet loss ratio increasdanw 1.0
number of hops is more than 3 also has been pr[&d
Therefore, the following discussion only emphasiaashe 0.0
packet loss ratio for more than 3 hops as illusttah Fig. 4 hops 5 hops
11to Fig- 13. H Tahoe Reno W NewReno

In string topology, the packet loss ratio over aat$ of
TCP CC is between 3.0% until 5.0% for both 4 artibps Fig. 12 Packet loss ratio for Grid topology
cases. It can be seen that number of packet loghaps is
always higher than 5 hops. Meanwhile, for ring fogy, V. CONCLUSION
packet loss is only detected when 5 hop commuwicatis Based on the above findings, we can conclude thekei
involved and it has been measured to be not maxe thtransmission over multi-hops network has been énfaed
3.0%. by network topology itself. Even though the packet

Fig. 13 represents packet loss ratio for grid toggl transmission only occurred within transmission erthere
communication involves 4 hops over different TCP CGs another element that needs to be taken intoideragion.
gives very low value at less than 0.5% compare8l kmps It is related to interference range which is giwen2 times
which can reach up to nearly 6.0%. of transmission range (2X). From our observatiathlying
and grid are exposed to the overlapping of interfee
range. This becomes worse when there are moresthaps

w
=}

»
o

w
=}

g
=}

Packet Loss Ratio (%)

6.0 . . . .
communications. In term of difference TCP CC meddran
5.0 TCP Newreno is recommended to be a benchmark for ou
T future investigation in the effect of different errate and
g 40 1 background traffic over same topologies.
5
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