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Abstract—Initial values of reference vectors have significant in-
fluence on recognition accuracy in LVQ. There are several existing
techniques, such as SOM and k-means, for setting initial values of
reference vectors, each of which has provided some positive results.
However, those results are not sufficient for the improvement of
recognition accuracy. This study proposes an ACO-used method for
initializing reference vectors with an aim to achieve recognition
accuracy higher than those obtained through conventional methods.
Moreover, we will demonstrate the effectiveness of the proposed
method by applying it to the wine data and English vowel data and
comparing its results with those of conventional methods.
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I. INTRODUCTION

LVQ is one of learning algorithms in neural networks.
Its learning algorithm is simple, yet it achieves high

recognition accuracy against complicated data. The algorithm
of LVQ first sets initial values of each class called a reference
vector and, by updating these reference vectors, forms an
ideal cluster. Thus, recognition accuracy in LVQ will greatly
be affected by initial values of reference vectors. Existing
studies used to set initial values of reference vectors include:
a method by which randomly selected learning data is ap-
pointed as initial values of reference vectors [1][2]; an SOM-
used method for initializing reference vectors [3]; and a k-
means-used method for initializing reference vectors [4]. Each
of these methods, then, has achieved some positive results.
However, those results are not sufficient for the improvement
of recognition accuracy.

It is known that reference vectors that greatly affect recog-
nition accuracy are located near the decision boundary. To
improve recognition accuracy, it can be assumed, therefore,
that setting initial values of reference vectors near the decision
boundary and learning them is essential [3].

Conventional methods, such as SOM and k-means, however,
can not classify data derived from near the decision boundary.

To initialize reference vectors, the Ant Colony Optimization
algorithm (ACO), a technique to solve combinatorial optimiza-
tion problems, is used in this study. Generally in the case of the
Quadratic Assignment Problem (QAP), the evaluation function
of ACO uses the distance between two arbitrary locations and
the sum of the cost of facilities. Evaluation values become
larger as these values in distance and cost become smaller. In
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this study, learning data is made to correspond to locations
and reference vectors to facilities, and the partial evaluation
function is a product of the sums of the Euclidean distances
between an arbitrary location and another arbitrary location
in a different class and between an arbitrary facility and
another arbitrary facility in a different class. Furthermore, we
assume that if the Euclidean distance between one arbitrary
set of data and another arbitrary set of data in a different
class is minimal, these two sets of data are derived from
near the decision boundary. If this is the case, the inverse
of an exponential function with the Euclidean distance as the
base is added to the partial evaluation function. Defining the
function obtained as a result of the aforementioned procedure
as an evaluation function and applying it, this paper proposes
a method for initializing reference vectors, which are located
near the decision boundary and thus have significant influence
on recognition accuracy.

This paper then demonstrates the effectiveness of the pro-
posed method by applying it to the wine data and English
vowel data obtained from the UCI Machine Learning Reposi-
tory [18] and comparing its results with those of conventional
methods.

II. LVQ

Currently defined LVQ models are LVQ1, LVQ2.1, LVQ3
and so on [3][5]. The following sections provide explanations
of each model.

A. LVQ1

Let the reference vector nearest to the input vector x be wc.
When wc and x belong to the same class,

wc(t+ 1) = wc(t) + α(x(t)− wc(t)) (1)

where wc is brought closer to x. When wc and x belong to
different classes,

wc(t+ 1) = wc(t)− α(x(t)− wc(t)) (2)

where wc is further removed from x. Here, t is time and α
is the learning coefficient 0 < α < 1.

B. LVQ2.1

Let the two reference vectors nearest to the input vector x be
wi and wj , and let both wi and wj be updated simultaneously.
Here, one of the two reference vectors must belong to the same
class as x and the other to a different class.
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Then, let the Euclidean distance between x and wi or wj

be di and dj respectively, and update the reference vectors by
equations (4) and (5) only if equation (3) holds.

min(
di
dj
,
dj
di

) > s, s =
1− ω
1 + ω

(3)

wi(t+ 1) = wi(t) + α(x(t)− wi(t)) (4)

wj(t+ 1) = wj(t)− α(x(t)− wj(t)) (5)

C. LVQ3

LVQ2.1 does not take post-learning values of reference
vectors into account and therefore will suffer a pattern misclas-
sification problem as learning continues. LVQ3 was developed
to solve this problem. When wi and wj , two reference vectors
nearest to x, belong to the same class as x, LVQ3 updates
these vectors by equations (6) and (7).

wi(t+ 1) = wi(t) + εα(x(t)− wi(t)) (6)

wj(t+ 1) = wj(t) + εα(x(t)− wj(t)) (7)

Here, ε is the smallest positive real number.
Of the aforementioned models, LVQ2.1 is used in this study.

D. Conventional methods for initializing reference vectors

Initial values of reference vectors greatly affect recognition
accuracy. For this reason, there have been numerous studies
with regard to how to initialize reference vectors. Prevailing
studies include a technique which randomly sets initial values
of reference vectors [1][2], an SOM-used method for initial-
izing reference vectors [3] and a k-means-used method for
initializing reference vectors [4]. With an SOM-used method
for setting reference vectors, if learning is conducted without
consideration to data classes, there is a possibility that refer-
ence vectors may belong to a different class as neighborhood
learning data [6]. With the SOM learning algorithm for each
class, it is also possible that the distribution of initial values of
reference vectors will not fit into the entire learning data [7].
A k-means-used method is also a learning algorithm without
a teacher and thus possesses similar problems as SOM. To
obtain higher recognition accuracy, classification of data from
near the decision boundary is important as well. However,
because the three methods described above do not correspond
to such data, the data can not be classified correctly. To solve
these problems, we propose a method for initializing reference
vectors using ACO.

III. ACO

ACO is an optimization technique employing foraging be-
havior patterns of ants and is a metaheuristic for optimization
problems. The ACO algorithms include Ant System (AS)
[8][9], Rank-based Ant System [10], MAX-MIN Ant System
(MMAS)[11] and Ant Colony System (ACS) [12]. In this
chapter, the Ant System, the original algorithm for all ACO
algorithms, and AS-QAP [13][14], an application of AS to the
Quadratic Assignment Problem (QAP), used in this study are
discussed.

A. Ant System

AS is an algorithm to solve the Traveling Salesman Problem
(TSP). Given several cities and their pairwise distances, TSP
is a combinatorial optimization problem in which the shortest
possible route from one city to all the others, before returning
to the departure city, is obtained.

In AS, an artificial ant (an agent) randomly chooses the next
destination among unvisited cities based on pairwise distances
and pheromone information and creates a tour route by visiting
each city exactly once. The probability pki.j for the agent k
traveling from the cities i to j is expressed by equation (8).

pki,j =
[τi,j ]

α[ηi,j ]
β∑

l∈Nk

[τi,l]
α[ηi,l]

β
(8)

Here, τi,j is the amount of pheromones (pheromone value)
laid between the cities i and j, Nk a set of unvisited nodes
of the agent k and ηi,j the heuristic information. The inverse
distance di,j between the cities i and j as shown below is
commonly used in TSP.

ηi,j =
1

di,j

α and β are positive real numbers and serve as important
parameters for pheromone information and heuristic informa-
tion respectively.

Once each agent successfully created a tour route, the
pheromone value between cities is updated by equations (9)
and (10).

τi,j ← (1− ρ)τi,j +
m∑

k=1

Δτki,j (9)

Δτki,j =

{
1

fk if i,j ∈ T k

0 otherwise
(10)

T k denotes a set of paths along the tour routes which
were created by the agents. Also, ρ denotes the pheromone
evaporation rate. This indicates that the pheromone value is
higher when the total distance of the tour route is lower.

By repeating computations described above until the end
condition is satisfied, a solution is then obtained.

B. AS-QAP

In this study, we use the QAP-AS algorithm, an application
of AS to solve the QAP, for setting reference vectors. This
section, then, provides explanations for ACO for solving the
QAP [13]-[16].

The QAP is a problem to assign n facilities to n locations
and find a permutation of the minimum value computed by
equation (11).

f(φ) =
n∑

i=1

n∑
j=1

DijFφ(i)φ(j) (11)

Here, D is the pairwise distances between locations and F
the costs between facilities in an n×n matrix. φ is a permuta-
tion of 1, 2, . . . , n. The QAP is a generalized optimal location
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problem which assigns all facilities to different locations with
the goal of minimizing both the distances between locations
and the sum of the costs of facilities.

In AS-QAP, suppose that agents (artificial ants) de-
posit pheromones between locations and facilities. Tracing
pheromones, an agent chooses and assigns a facility among
unassigned facilities until all facilities are assigned to each
location and creates permutations. The probability pki.j for the
agent k choosing an unassigned facility j from the location i
is expressed by equation (12).

pki,j
[τi,j ]∑

l∈Nk

[τi,l]
(12)

Because equation (12) does not employ the heuristic value,
it is equivalent to equation (8) with η(i, j) = 1.

Once each agent successfully created a permutation, the
pheromone value between locations and facilities is updated
by equations (13) and (14).

τi,j ← (1− ρ)τi,j +
m∑

k=1

Δτki,j (13)

Δτk(i, j) =

{
1

f(φk)
if φki = j

0 otherwise
(14)

By repeating computations described above until the end
condition is satisfied, a solution is then obtained.

Using this method, this study attempts to obtain higher
evaluation values by assigning a reference vector (facility) to
certain learning data (location).

IV. ACO-USED METHOD FOR INITIALIZING REFERENCE

VECTORS

In the context of recognition problems, it is important that
misclassification of data from near the decision boundary is
kept minimal for the improvement of recognition accuracy.
By setting initial values of reference vectors near the decision
boundary and learning them, it can be expected that misclas-
sification of data from near the boundary is reduced in LVQ.
In this study, we will use the ACO algorithm to set initial
values of reference vectors near the decision boundary. In the
proposed method, it is assumed that if the Euclidean distance
between one arbitrary set of data and another arbitrary set of
data in a different class is minimal, these two sets of data are
derived from near the decision boundary and are elements of
the partial evaluation function.

First, we have allocated locations and facilities in the QAP
to learning data and reference vectors respectively and written
an equation (15) for the QAP.

f(φ) = DiFφ(j) (15)

Here, D is the sum of the Euclidean distance between the
location i and an arbitrary location in a different class while
F is the sum of the Euclidean distance between the facility
j and an arbitrary facility in a different class. Using the
method discussed in (III-B), this study assigns a reference

vector (facility) to learning data (location) and sets an initial
value of a reference vector that represents the facility with the
highest pheromone value. The number of reference vectors is
fixed when determining reference vector initial values.

In this study, pheromones are updated by equations (16)
and (17). For updating pheromones, the inverse 1

dn of an
exponential function with the sum of the minimum Euclidean
distance between a set of data from the conventional update
function (partial evaluation function) (13) and another set of
data in a different class as the base is added to the pheromone
update function. d is expressed in equation (18).

τi,j ← (1− ρ)τi,j +
m∑

k=1

Δτki,j +
1

dn
(16)

Δτki,j =

{
1

f(φk)
if φki = j

0 otherwise
(17)

d =
n∑

c1=1

n∑
c2=1

min

⎛⎝
√√√√ dim∑

i=1

(xc1i − xc2i)2
⎞⎠ (18)

c1 �= c2

In equation (18), xc1 denotes the class c1 data, xc2 the
class c2 data, n the number of classes and dim the number of
dimensions of data. In this study, 1

dn is added to the evaluation
function of ACO; as the n value becomes larger, the distance
decreases if its value is smaller than 1 but increases if its
value is 1 or larger. It can be said, therefore, that the distance
d has significant influence. To determine the optimal n value,
we used 1 to 10 as values for n and examined the change
in recognition accuracy. Figures 1 and 2 show recognition
accuracy for wine data and vowel data respectively when the
range of numbers 1 to 10 is used in the place of n.
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Fig. 1. Changes in the recognition rate on wine data by difference in n

It is noted from Figures 1 and 2 that recognition accuracy
reaches the highest level at n = 3 but does not improve as n
becomes larger with little changes shown at n = 4 or larger.
For this reason, this study uses the value of n = 3, at which
the highest recognition accuracy for both wine data and vowel
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Fig. 2. Changes in the recognition rate on vowel data by difference in n

data is obtained. Thus, the pheromone update function τ is
expressed by equation (19).

τi,j ← (1− ρ)τi,j +
m∑

k=1

Δτki,j +
1

d3
(19)

Δτ and d are computed by equations (17) and (18). Using
equation (19), setting initial values of reference vectors near
the decision boundary becomes simple. Since initial values of
reference vectors are set from learning data in the proposed
method, problems such as those found with the distribution
of initial values of reference vectors not fitting into the entire
learning data or reference vectors that belong to a different
class not appearing in the clustering center of learning data,
when compared to SOM-based or k-means-based methods, are
solved. Moreover, unlike some other methods in which initial
values of reference vectors are set from learning data, but
only at random, the proposed method sets initial values of
reference vectors primarily from the data derived from near
the decision boundary where recognition accuracy may be
affected. This allows the proposed method to achieve higher
recognition accuracy than other methods, which set initial
values of reference vectors at random.

V. EVALUATION OF THE PROPOSED METHOD AND ITS

EXPERIMENTAL RESULTS

This chapter explains the experimental data used in this
study and discusses the methodology used in evaluation of
the proposed method and its experimental results.

A. Experimental data

In this study, we used the wine data and English vowel data
obtained from the UCI Machine Learning Repository [18].

Wine data contains 13 attributes (1. Alcohol class, 2. Malic
acid class, . . . , 13. Proline), and three types of wine are used.
There are a total of 178 instances in wine data: 59 for wine
1, 71 for wine 2 and 48 for wine 3.

Vowel data is classification data for English vowels; it
classifies 11 types of vowels using 10 attributes. Vowel data

only uses data measured as learning data and contains a total
of 528 instances with 48 sets for each class data.

B. Experimental method

The experiment was conducted for each data, which is
described in V-A, by the K-fold cross-validation method [17].
In this study, the partition number k is 10.

The following show ACO parameters of wine data and
vowel data.

• Wine data

– Number of agents : 150
– Search count : 10
– Initial pheromone value : 0.0005
– Pheromone evaporation rate : 0.8

• Vowel data

– Number of agents : 100
– Search count : 50
– Initial pheromone value : 0.0005
– Pheromone evaporation rate : 0.8

The following show LVQ parameters of wine data and
vowel data.

• Wine data

– Number of reference vectors : 10 for each class
– Learning count : 20000
– Learning rate : 0.01
– Width of the window : 0.4

• Vowel data

– Number of reference vectors : 30 for each class
– Learning count : 20000
– Learning rate : 0.8
– Width of the window : 0.5

C. Experimental results of the proposed method

Recognition accuracy of each class obtained by applying
the proposed method to wine data is shown in Table I.

TABLE I
RECOGNITION ACCURACY OF EACH CLASS WHEN APPLYING THE

PROPOSED METHOD TO WINE DATA

Class 1 (%) Class 2 (%) Class 3 (%)
Class 1 81.67 5.00 13.33
Class 2 5.71 63.21 31.07
Class 3 4.00 22.00 74.00

Next, recognition accuracy of each class obtained by ap-
plying the proposed method to vowel data is shown in Table
II.

VI. COMPARISON WITH CONVENTIONAL METHODS

This chapter compares the proposed method with conven-
tional algorithm techniques and discusses its experimental
results.
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A. Comparison between the proposed method and conven-
tional algorithm techniques

In this section, the following three comparisons of algo-
rithms are discussed: the proposed method with a technique in
which initial values of reference vectors are randomly set; the
proposed method with an SOM-used method for setting initial
values of reference vectors; and the proposed method with a
k-means-used method for setting initial values of reference
vectors.

1) Random setting method for initial values of reference
vectors: The method for randomly setting initial values of
reference vectors is a technique in which several sets of data
are randomly selected from learning data and then appointed
as initial values of reference vectors.

Figure 3 shows a comparison of algorithms between the
proposed method and the random setting method for initial
values of reference vectors.

��������	
����� ����
	�������	
�����	
���	�������	������	��	���������	�������

�����

����
����	�����

���������	���	���	��������

�������	���������	������	�������	
������	���
	���	��������

���	��������

����������

�����

����
	�������	��	���������	������	
�������	������	���
	��������	����

���	��������

���

����������

���

Fig. 3. Difference between the proposed method and random setting method
for reference vector initial values

2) SOM-used method for setting initial values of reference
vectors: The SOM-used method for setting initial values of
reference vectors is a technique in which learning data is
trained by SOM and its results are appointed as initial values
of reference vectors. There are two major learning methods
for SOM. One method is that sets of learning data are labeled
by class and each class of learning data is trained by SOM.

The other is that all sets of learning data are trained by SOM
without consideration to classes. In this study, we adopted the
first method in which learning data sets are labeled by class
and each class of data is trained by SOM.

Figure 4 shows a comparison of algorithms between the
proposed method and the SOM-based method for setting initial
values of reference vectors.
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Fig. 4. Difference between the proposed method and SOM-based method
for setting reference vector initial values

3) k-means-used method for setting initial values of ref-
erence vectors: The k-means-used method for setting initial
values of reference vectors is a technique in which learning
data is trained by k-means and its results are appointed as
initial values of reference vectors. Like SOM, there are two
major learning methods for k-means: one method is to label
sets of learning data by class and train each class of learning
data by k-means and the other is to train all sets of learning
data by k-means without consideration to classes. In this study,
we adopted the first method in which learning data sets are
labeled by class and each class of data is trained by k-means.

Figure 5 shows a comparison of algorithms between the
proposed method and the k-means-based method for setting
initial values of reference vectors.

TABLE II
RECOGNITION ACCURACY OF EACH CLASS WHEN APPLYING THE PROPOSED METHOD TO VOWEL DATA

Class 1 (%) Class 2 (%) Class 3 (%) Class 4 (%) Class 5 (%) Class 6 (%) Class 7 (%) Class 8 (%) Class 9 (%) Class 10 (%) Class 11(%)
Class 1 88.00 12.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Class 2 0.00 98.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Class 3 0.00 0.00 100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Class 4 0.00 0.00 0.00 98.00 0.00 2.00 0.00 0.00 0.00 0.00 0.00
Class 5 0.00 0.00 0.00 0.00 88.00 6.00 6.00 0.00 0.00 0.00 0.00
Class 6 0.00 0.00 0.00 14.00 4.00 72.67 0.00 0.00 0.00 0.00 9.33
Class 7 0.00 0.00 0.00 0.00 10.00 2.00 76.00 10.00 0.00 2.00 0.00
Class 8 0.00 0.00 0.00 0.00 0.00 0.00 10.00 82.00 6.00 2.00 0.00
Class 9 0.00 0.00 0.00 0.00 2.00 0.00 6.00 2.00 84.00 0.00 6.00
Class 10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 8.00 92.00 0.00
Class 11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.00
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Fig. 5. Difference between the proposed method and k-means-used method
for setting reference vector initial values

B. Conventional experimental method

As with the proposed method, the experiment was con-
ducted for each method using the K-fold cross-validation
method. The partition number k is 10.

The following show SOM parameters of wine data and
vowel data.

• Wine data

– Learning count : 10000
– Learning rate : 0.02
– Radius : 10
– Map size : 10×10

• Vowel data

– Learning count : 50000
– Learning rate : 0.01
– Radius : 15
– Map size : 15×15

The following show k-means parameters of wine data and
vowel data.

• Learning count : 10
• Number of clusters : Number of classes
• Selection of initial center : Random

Tables III and IV show LVQ parameters of wine data and
vowel data.

TABLE III
LVQ PARAMETERS OF WINE DATA

Random SOM k-means Proposed method
Number of

reference vectors
10 for

each class
10 for

each class
10 for

each class
10 for each

class
Learning count 20000 20000 20000 20000
Learning rate 0.8 0.01 0.05 0.01

Width of window 0.5 0.3 0.3 0.4

TABLE IV
LVQ PARAMETERS OF VOWEL DATA

Random SOM k-means Proposed method
Number of

reference vectors
30 for

each class
30 for

each class
30 for

each class
30 for each

class
Learning count 20000 20000 20000 20000
Learning rate 0.8 0.01 0.6 0.8

Width in window 0.5 0.3 0.3 0.5

C. Evaluation of the experimental results and discussion

Firstly, the experiment was conducted using wine data.
Recognition accuracy of each method is shown by class in
Tables V, VI and VII.

TABLE V
RECOGNITION ACCURACY OF EACH CLASS WHEN REFERENCE VECTOR

INITIAL VALUES ARE RANDOMLY SET (WINE DATA)

Class 1 (%) Class 2 (%) Class 3 (%)
Class 1 84.24 4.92 10.85
Class 2 6.20 61.27 32.54
Class 3 9.79 31.46 58.75

TABLE VI
RECOGNITION ACCURACY OF EACH CLASS WHEN REFERENCE VECTOR

INITIAL VALUES ARE SET BY SOM (WINE DATA)

Class 1 (%) Class 2 (%) Class 3 (%)
Class 1 92.00 0.00 8.00
Class 2 7.14 61.61 31.25
Class 3 12.50 32.50 55.00

TABLE VII
RECOGNITION ACCURACY OF EACH CLASS WHEN REFERENCE VECTOR

INITIAL VALUES ARE SET BY K-MEANS (WINE DATA)

Class 1 (%) Class 2 (%) Class 3 (%)
Class 1 84.00 6.00 10.00
Class 2 5.71 64.46 29.82
Class 3 9.16 31.67 59.17

Average recognition accuracy of the proposed method and
conventional methods when wine data was used is shown in
Table VIII.

Then, the experiment was conducted using vowel data.
Average recognition accuracy of the proposed method and
conventional methods when vowel data was used is shown
in Table IX.

It can be noted from Tables VIII and IX that the recognition
rate measured by the proposed method is higher than that of
the random setting method, SOM-based method or k-means-
based method, all of which are for setting initial values of
reference vectors. In addition, Tables I, V, VI and VII illustrate
that although recognition accuracy for Class 3 is low with
the conventional methods, it was improved significantly with
the proposed method. We assume that this is because initial
values of reference vectors that affect the improvement of
recognition accuracy are successfully set. A contributing factor
in generating this improvement is that by adding the inverse
1

d3 of an exponential function, with the sum of the minimum
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TABLE VIII
AVERAGE RECOGNITION ACCURACY OF THE PROPOSED METHOD AND

CONVENTIONAL METHODS WHEN WINE DATA IS USED

Recognition accuracy (%)
Random 68.08
k-means 69.21

SOM 69.33
Proposed method 72.96

TABLE IX
AVERAGE RECOGNITION ACCURACY OF THE PROPOSED METHOD AND

CONVENTIONAL METHODS WHEN VOWEL DATA IS USED

Recognition accuracy (%)
Random 79.43
k-means 87.88

SOM 51.59
Proposed method 88.97

Euclidean distances between a set of data and another set of
data in a different class as the base, to the partial evaluation
function, the value of the evaluation function becomes larger
as the sum of the minimum Euclidean distances between a set
of data and another set of data in a different class becomes
smaller but does not grow when the sum of such distances
becomes larger. If the sum of the minimum Euclidean dis-
tances is neither small nor large, i.e. a mean value, then the
value of the evaluation function must, as a result, be made
slightly larger. By using the sum of the minimum Euclidean
distances between a data set and another data set in a different
class, in the manner described above, the evaluation value for
reference vectors near the decision boundary was successfully
determined, which, we assume, has led to the improvement of
recognition accuracy. It can be said from these results that the
proposed method is effective than the conventional methods.

VII. CONCLUSION

This study proposed an ACO-used method that is effective
in initializing reference vectors in LVQ. By adding the inverse
of an exponential function, with the sum of the minimum
Euclidean distances between a data set and another data set in a
different class as the base, to the evaluation function of ACO,
we have successfully set initial values of reference vectors
close to the decision boundary where recognition accuracy is
significantly affected. Furthermore, we have demonstrated the
effectiveness of the proposed method by applying it to wine
data and English vowel data and comparing its results with
those of conventional methods.
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