
 
 

 

  

Abstract—Chaos and fractals are novel fields of physics 
and mathematics showing up a new way of universe 
viewpoint and creating many ideas to solve several present 
problems. In this paper, a novel algorithm based on the 
chaotic sequence generator with the highest ability to adapt 
and reach the global optima is proposed. The adaptive 
ability of proposal algorithm is flexible in 2 steps. The first 
one is a breadth-first search and the second one is a depth-
first search. The proposal algorithm is examined by 2 
functions, the Camel function and the Schaffer function. 
Furthermore, the proposal algorithm is applied to optimize 
training Multilayer Neural Networks.   
 

Keywords—Learning and Evolutionary Computing, 
Chaos optimization algorithm, Artificial Neural Networks, 
Nonlinear optimization, Intelligent Computational 
Technologies. 

I. INTRODUCTION 
HAOS optimization algorithms as a novel method of 
global optimization have attracted much attention. At 

present, there are two groups working on the research of 
chaotic optimization. The first group aimed at global 
optimization by chaotic dynamic neural network proposed 
by Aihara et al. in [2,3] which mainly used the transiently 
chaotic neural network with chaotic annealing developed to 
find globally optimal solutions for combinatorial problems, 
such as traveling salesman problem and maintenance 
scheduling problem. The second group searched the global 
optimum by the chaos optimization algorithm, which 
utilized the nature of chaos sequences such as pseudo-
randomness, ergodicity and irregularity in [4-13].  

The main ideas of chaos optimization algorithm in the 
second group generally include two major steps. Firstly, 
define a chaotic sequences generator based on the Logistic 
map. Generate a sequence of chaotic points and map it to a 
sequence of design points in the original design space. Then, 
calculate the objective functions with respect to the 
generated design points, and choose the point with the 
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minimum objective function as the current optimum. 
Secondly, to enhance the effective computation the hybrid 
methods attracted the attention of some researchers, in 
which the chaos optimization algorithm was used for global 
search and the conventional optimization algorithms were 
employed for local search near the global optimum. The 
hybrid methods can save much computing time and enhance 
the computational efficiency of algorithms. In [7] a 
combination of chaos optimization algorithm (COA) and 
weighted gradient direction was proposed. In [8,9] the chaos 
optimization algorithm was combined with genetic 
algorithm. In [11] the interior point algorithm was a hybrid 
of COA to solve various global optimizations for power 
flow of electrical engineering. In [12] authors suggested a 
hybrid method of simulated annealing and in [13] particle 
swarm optimization with chaos search was proposed.  

On the other hand, Neural Networks is one of the most 
interesting areas of A.I. of which the well-known 
characteristic is the learning ability. However the training of 
networks is being argued to improve it. The back-
propagation algorithm is very popular gradient descent 
method for training feed forward neural networks. In its 
simplest form, it performs fixed step size, steepest descent 
on an error surface in parameter space. In [16], these error 
surfaces are highly nonlinear and quite complicated, forcing 
the use of very small step size to ensure stable convergence 
of the search procedure. This makes the algorithm really 
slow and trapped in suboptimal local minima.   

Both global optimization and faster convergence are two 
keys issues of training algorithms. This work proposes a 
simple algorithm based on the chaotic sequence generator 
with the highest ability to adapt and reach the global optima. 
The adaptive ability of proposal algorithm is flexible in 2 
procedures. The first one is called “Breadth-first search” and 
the second one is “Depth-first search”. The proposal 
algorithm is examined by 2 functions, the Camel function 
with six local minima and two global minima and the 
Schaffer function with infinite local minima and one global 
minimum. After that, the proposal algorithm is applied to 
optimizing training multilayer neural networks. A typical 
problem used to illustrate is XOR problem. By the way, 
some illustrations are shown to compare with a traditional 
global search, Genetic Algorithms. The remainder of this 
paper is organized as follows. In section 2, the mathematic 
model of chaos algorithm is introduced. In section 3, the 
backpropagation algorithm for training is described. All the 
illustration results are showed in section 4.   
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II. MATHEMATICAL MODEL 

A. Chaos Variables 
Chaos variables are usually generated by the well-known 

logistic map. The logistic map is a one-dimensional 
quadratic map defined by: 

 
))(1()()1( kkk γγμγ −=+        (1) 

 
Where 10 ≤≤ μ  is a control parameter. Despite the 
apparent simplicity of the equation, the solution exhibits a 
rich variety of behavior. For  μ  = 4, generates chaotic 
evolutions. Its output is like a stochastic output, no value of 
γ  is repeated and the deterministic equation is sensitive to 
initial conditions as shown in Fig. 1.  

 
Fig. 1 The Logistic mapping. 

 

B. Optimization Algorithm 
All of optimal search algorithms have only one criteria 

finding out the global optimum in a large space with the 
shortest computing time. There are many of different 
algorithms with different ideas such as Genetic Algorithms 
(GA) based on gene theory, simulated annealing based on 
solid annealing, and recently particle swarm algorithms 
based on behavior of birds or ants. This work proposes an 
algorithm that simpler than the others based on chaos theory. 
The main idea of the algorithm divides whole search space 
into a breadth space and a depth space. The mission of 
breadth search finds out a temporary optimum in a short 
time. After that, the depth search looks for the small space 
around the temporary optimum. Both two procedures are 
iterated until catch the global optimum as shown in Fig. 2.  
The flexible characteristic of proposal is the breadth level 
and the depth level can be controlled and adapted with 
specific problems by tolerated errors of each ones called B-
error and D-error correspondently. While B-error is a low 
level of temporary tolerate, D-error is a final tolerate of the 
algorithm. 

 
Fig. 2 Global Chaos Algorithms. 

 
Many functional optimization problems can be formulated 

as following: 
Min f(X), X=[x1,x2,…,xn ] 
s.t. xi ∈ [ai bi], i=1,2,…,n, 
where f is the objective function, and X is decision vector 

consisting of n variables.  
The first stage is a breadth search to tolerate a temporary 

error shown in Fig. 3. 
Set number of  iteration  k =1 and a temporary error 
While  
Step 1) Initialize iγ (k) 

))1(1()1()( −−−= kkk iii γγμγ  
Step 2) chaos variable γ  is mapped into the variance 

ranges xi ∈ [ai, bi] of optimal variables by the following 
equation:  

))(()( iiiii abkakx −+= γ      (2) 
Step 3) Computing objective function f(X) 
Until f reaches  B-error and obtains X* as a temporary 

optimum. 
The second stage is a depth search to tolerate an final 

accurate error of problem. During this procedure, if the 
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algorithm is trapped at a local optimum it goes back the first 
stage, shown in Fig. 4. 

While   
 Step 4) decrease current error slightly into tolerated 

error. 
   Current error=η B-error         (3) 
where η  is a decrease factor. 
While   
Step 5) Perform chaos search  

))1(1()1()( −−−= kkk iii γγμγ       (4) 
Step 6) Search around xi ][ ii βα∈  

))(()( *
iii kxkx αβγα −++=       (5) 

where  ][ iiβα is a narrow search interval of variable xi 

Step 7) Computing objective function f(X) 
Step 8) Checking the limit number of iterations for a local 

optimum violated and going back the first stage if it is 
violated. 

End 
Until f reaches  D-error, final tolerate error. 
 
 

 
 

Fig. 3 The Breadth-first search algorithm. 
 

 
 
 

Fig. 4 The Depth-first search algorithm. 

III. TRAINING MULTILAYER NEURAL NETWORKS 
The standard Mutilayer Neural Network is usually 3 

layers following:  Input layer: X= {x1,  x2,…,xNi}, hidden 
layer and output layer Y. All neurons are connected by 
weights w and their output values are calculated through net 
value and transfer function, shown in Fig. 5. 

Net value:  ∑ +=
=

iN

i
iij xwnet

1
. θ             (6) 

Transfer function is usually used a saturation function 
such sigmoid function.  
 The objective function is based on least mean square 
error: 

      
2

1
)(

2
1

∑ −=
=

N

p
pp ydE          (7) 

The backpropagation algorithm is a well known learning 
algorithm for Multilayer Neural Networks: 

                   )( pipipjijp ydw −=Δ ηδ         (8) 

η  is the learning rate and δ pj is derivative of the error 
between output y and desired output d at the jth node for the 
input pattern p.  
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Fig. 5 Conventional Multilayer Neural Network model. 

IV. ILLUSTRATIONS 

A. Camel function: 

222
4

2 )44()
3

1.24(),( yyxyxxxyxf +−+++−=  

10<x,y<10  (9) 
The Camel function has six local minima and two global 

minima at (x,y)=(-0.0898,0.7126),(0.0898,-0.7126) and the 
optimal objective function f=-1.031628 

 

Fig. 6 Camel function process. 
 

Fig. 6 shows a typical run after around 180 chaos 
generations. The final value of objective function f= -1.0313 
with absolute error = 1.7169e-004 and solution 
(x,y)=(0.0832, -0.7123). The process jumped out one local 
optimum and reach global optimum at the second try.  

Camel function is used to compare GCO with Genetic 
Algorithms (GA), one of the most well-known optimal 
algorithms. This illustration shows the success rate of both 
of algorithms under the same number of searches. With 
GCO, the number of generated searches is the maximum of 
chaos searches. With GA, this equals to number of 
individuals multiplying number of maximum generation in 
each run. In this case, the maximum of generation is const 
100 and the number of individual runs from 10 to 100. This 

is equivalent to the number of chaos search running from 
1000 to 10000 times.  The results shown in Fig.7 and Fig. 8 
indicate that GA has a low success rate when the number of 
individual is small. Furthermore, the computing time of GA 
takes much more than GCO for crossover, selection, 
mutation, reproduction. The most essential difference is that 
GA takes long time to calculate full of individuals while 
GCO only takes short time to search around the best 
individual.  

 
Fig. 7 Success rate of GA with maximum generation = 100, and 
number of individual from 10 to 100. 

 
Fig. 8 Success rate of GCO with maximum of chaos search from 
1000 to 10000. 
 
B. Schaffer function: 

⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡

++

−+
−−=

222

222

))(001.01(

5.0sin
5.0),(

yx

yx
yxf     -4<x,y<4 (10) 

The Schaffer function has infinite local minima and one 
global minimum at (x,y)=(0,0) and objective function f=-1.  

Fig. 9 shows a typical process carrying 120 runs. The 
processing jumped over 4 local optimum and stop at the 
final value of objective function f= -0.9997 with absolute 
error= 2.7151e-004 and the solution (x,y)=(-0.0084, 0.0142) 
after three tries.  
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Fig. 9 Schaffer function process. 

C. Training Multilayer Neural Networks 
Training Multilayer Neural Networks is an optimization 

problem of multi variable. XOR is a typical problem to 
study characteristics of training Neural Networks. Its 
optimization surface is irregular and there are many local 
optimums. So it is difficult to find a global optimum.  

Conventional Neural Network is used with three layers, 6 
hidden neurons, logsig transfer function for every neuron 
shown in Fig. 5. Training the network is as optimal problem 
of 6x3=18 variables, the objective function is the least mean 
square error between network outputs and desire outputs.  

The conventional model with the gradient back-
propagation training algorithms is completely very slow to 
reach the tolerated error. With 10000 epochs, it can not 
reach 10-3 tolerated error shown in Fig. 10. 

 
Fig. 10 Least mean square error of conventional model with 
Backpropagation training process. 
 

Using chaos optimization to solve this problem, the range 
of wide search is set [-50+50] and the range of deep search 
is set [-2+2]. Obtained result is shown in Fig. 11. 

XOR problem is used to examine as an n-dimensional 
optimal problem. The number of variable is three times as 
many as the number of hidden-layer neurons. With 20 
hidden-layer neurons, the optimal problem has 60 variables 
and the success rates after 10 trials are shown in Fig. 12. 
This illustration determines the algorithm can work so 
efficiently in high dimensional optimal problem.  

 
Fig. 11 Chaos optimization process of XOR problem with number 
of chaos search. 

 
Fig. 12 Examining n-dimension optimization problem of GCO. 
 
One of the most importance pivots of GCO is control of 2 
steps, “Breadth-first search” and “Depth-first search”, 
shown in Fig. 13. The condition to evaluate them is tolerated 
errors, B-error and D-error. For much more complex 
nonlinear optimal problems, finding a suitable B-error is not 
easy. The following illustration shows the B-error from 0.1 
to 1. With the B-error form 0.1 to 0.4 the problem gets 
100% success rate but the rest one is not like this.  

 
Fig. 13 Success rate when B-error from 0.1 to 1, and D-error is 
fixed 0.001 
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V. CONCLUSION 
In principle, chaos optimization always reaches to the 

global minimum and more easily escape from local minima 
than other stochastic optimization algorithms. To control 2 
procedures, Breadth-first search and Depth-first search, 
suitable parameters need to be defined. The wide level and 
the deep level are flexible and adaptive depending on 
specific problems. With two benefits, simple calculating and 
global power of chaos optimization, the algorithm definitely 
takes much faster than other evolution programming.   
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