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Oscillation theorems for second-order nonlinear
neutral dynamic equations with variable delays and
damping

Da-Xue Chen and Guang-Hui Liu

Abstract—In this paper, we study the oscillation of a class of
second-order nonlinear neutral damped variable delay dynamic equa-
tions on time scales. By using a generalized Riccati transformation
technique, we obtain some sufficient conditions for the oscillation
of the equations. The results of this paper improve and extend
some known results. We also illustrate our main results with some
examples.
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I. INTRODUCTION

He aim of this paper is to establish several oscillation
theorems for the second-order nonlinear neutral damped
variable delay dynamic equation

(r(t)([y(t) +p(t)y(f(t))]A) A)A
+(t) ( [y(®) + p(O)y(r(1))] M) Sy =0 o

on an arbitrary time scale T, where A\ > 0 is a quotient of odd
positive integers. Since we are interested in the oscillation of
solutions near infinity, we assume that sup T = oo. Further-
more, in this paper we shall need the following conditions:
(Hy) 7 € Cra(L, (0,00)), and n € C,q(L, [0,00)), where I :=
[to,00) is a time scale interval in T;
(Hz) p € Cra(T, [0,1]);
Hs) 7€ Crg(T,T),7(t) <t forteT,and lim;_,o 7(t) =

OO?

(Hy) 0 € Cry(T,T),6(t) < tfortel and lim; o 6(t) =
o0;

Hs) f I x R — R is continuous function such that

wf(t,u) > 0 for all ¢ € I and for all u # 0, and there
exists a positive rd-continuous function ¢(t) defined on
I such that |f(t,u)| > q(t)|u*| for all ¢ € T and for all
u € R;
62(t) > 0 is rd-continuous on T, T := §(T) = {5(¢) :
t € T} C Tis a time scale, and (67)(¢t) = (0 09)(t) for
all ¢t € T, where o(t) is the forward jump operator on
T and (67)(t) := (6 0 0)(2).

Recall that a solution of (1) is a nontrivial real function y
such that y(t) + p(t)y(r(t)) € Ck[ty,00) and r(t)([y(t) +
pWy(r()*) € CLy[t,,o0) for a certain t, > t, and
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satisfying (1) for ¢t > ¢,. Our attention is restricted to those
solutions of (1) which exist on the half-line [t,, co) and satisfy
sup{ly(t)| : t > t.} > 0 for any ¢, > t,. A solution y of (1)
is said to be oscillatory if it is neither eventually positive nor
eventually negative. Otherwise it is nonoscillatory. Equation
(1) is said to be oscillatory if all its solutions are oscillatory.

The theory of time scales, which has recently received a lot
of attention, was introduced by Stefan Hilger in his PhD thesis
[2] in 1988 in order to unify continuous and discrete analysis.
The cases when a time scale T is equal to the reals R or to
the integers Z represent the classical theories of differential
and of difference equations. Not only can the theory of so-
called “dynamic equations” unify the theories of differential
equations and difference equations, but also it is able to extend
these classical cases to cases “in between,” e.g., to so-called
g-difference equations. For the calculus on time scales and
the notations used below, we refer to the book by Bohner
and Peterson [3]. For advances in dynamic equations on time
scales, we refer to [4] and [5].

Dynamic equations on a time scale have many applications
in the real world. For instance, it leads itself to insect popula-
tion models, which are discrete in season (and may follow a
difference scheme with variable step-size or are often modeled
by continuous dynamic systems), die out in say winter, while
their eggs are incubating or dormant, and then in season again,
hatching gives rise to a nonoverlapping population (see [3]).
There are applications of dynamic equations on time scales to
quantum mechanics, electrical engineering, neural networks,
heat transfer, and combinatorics. A recent cover story article
in New Scientist [6] discusses several possible applications.

In the past years there has been much research activity
concerning the oscillation and asymptotic behavior of solutions
of some dynamic equations on time scales, and we refer the
reader to the papers [1], [7]-[18] and [20] and the references
cited therein. Recently, Agarwal et al. [21] considered a special
case of (1), namely, the equation

(o) (O+p0ut—01*) )+t u(e-00)) = 0, @

where t € T, 7y and Jp are positive constants. For the case
when A > 0 and r®(t) > 0, Agarwal et al. [21] obtained
several oscillation criteria of (2) by reducing the oscillation
properties of (2) to the nonexistence of positive solutions of a
delay dynamic inequality. Furthermore, for the case when A >
1 and the graininess function u(t) := o(t) —t > 0, Agarwal
et al. [21] gave some sufficient conditions for the oscillation
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of all solutions of (2) by developing a Riccati transformation
technique.

Subsequently, for the case when A > 1 is an odd positive
integer, Saker [22] did not require the conditions r2(t) > 0
and p(t) > 0 and obtained some new oscillation results for
2).

Also in 2006, for the case when 7(t) =0 and A > 1 is a
quotient of odd positive integers, Wu et al. [23] got several
oscillation theorems for (1) and extended and improved some
results of Agarwal et al. [21] and Saker [22].

However, the results of Agarwal et al. [21] cannot be applied
when the conditions z(¢) > 0 and r2(¢) > 0 do not hold and
the results of Saker [22] and Wu et al. [23] are also invalid
when 0 < A < 1; likewise, the results in [21]-[23] cannot be
applied when ftzo(%)y AAt < oo. Furthermore, the results
n [21]-[23] cannot be applied to (1) when 7(t) # 0.

Therefore, it is of great interest to study the oscillation of
(1) without necessarily assuming the conditions p(t) > 0,
r&(t) >0, A > 1 and 5(t) = 0.

In this paper, we shall assume A > 0 is a quotient of odd
positive integers and remove the conditions p(t) > 0, r2(t) >
0 and 7(t) = 0. We shall consider two cases: the case when

[ ) 3)
_ t =00 (
o SE@)r(t)
holds and the case when (3) does not hold, where

E(t) = e g (%), )

here 77 (t) := (roo)(t). We obtain some oscillation criteria for
(1) by applying a generalized Riccati transformation technique.
The results in this paper improve and extend the results of
Agarwal et al. [21], Saker [22] and Wu et al. [23]. Several
examples are provided to illustrate our main results.

In what follows, for convenience, when we write a func-
tional inequality without specifying its domain of validity we
assume that it holds for all sufficiently large .

We shall need the following lemmas to prove our main
results.

Lemma 1. [Chen [18]] Suppose that (Hg) holds. Let
x: T — R. If 2 (t) exists for all sufficiently large t € T, then
(x08)2(t) = (x® 0 6)(t)62 () for all sufficiently large t € T.

Lemma 2. [Chen [18]] Let g : T — R and a > 0 be a
constant. Furthermore, assume g~ (t) > 0 and g(t) > 0 for
all sufficiently large t € T. Then we have the following:

() If0 < o < 1, then (g®)2(t) > a(g?)*~1(t)g™(t) for all
sufficiently larget € T, where g° := g o o;

(i) If a > 1, then (g®)2(t) > ag® (t)g”(t) for all
sufficiently large t € T.

Lemma 3. (Hardy etal. [19]) If X and Y are nonnegative, then
BXYPL —XP < (B-1)Y? when > 1,

where the equality holds if and only if X = Y.
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For completeness, we recall the following concepts related
to the notion of time scales. More details can be found in [3]
and [4].

A time scale T is an arbitrary nonempty closed subset of
the real numbers R. We assume throughout that T has the
topology that it inherits from the standard topology on the
real numbers R. Some examples of time scales are as follows:
the real numbers R, the integers Z, the positive integers N,
the nonnegative integers Ny, [0,1] U [2,3], [0,1]UN, hZ :=
{hk : k € Z,h > 0} and ¢ := {¢* : k € Z,q > 1} U{0}.
But the rational numbers Q, the complex numbers C and the
open interval (0, 1) are no time scales. Many other interesting
time scales exist, and they give rise to plenty of applications
(see [3)]).

For t € T, the forward jump operator and the backward
jump operator are defined by:

o(t):==inf{s e T:s>t}, p(t):=sup{seT:s<t},

where infg = sup T (i.e., o(t) = ¢ if T has a maximum t)
and supg = inf T (i.e., p(t) = ¢ if T has a minimum ¢), here
¢ denotes the empty set.

Lett € T. If o(t) > t, we say that ¢ is right-scattered, while
if p(t) < t, we say that ¢ is left-scattered. Points that are right-
scattered and left-scattered at the same time are called isolated.
Also, if t < sup T and o(t) = t, then ¢ is called right-dense,
and if ¢ > inf T and p(t) = ¢, then ¢ is called left-dense. The
graininess function p : T — [0, 00) is defined by

wu(t) :==o(t) —t.

We also need below the set T“: If T has a left-scattered
maximum m, then T% = T — {m}. Otherwise, T* = T. Let
f: T — R, then we define the function f? : T — R by

fo(t) = flo(t))

ie., f7:=foo.
For a,b € T with a < b, we define the interval [a,b] in T
by

for all ¢t € T,

[a,b] :={t €T:a<t<b}.

Open intervals and half-open intervals, etc. are defined accord-
ingly.

Fix t € T* and let f : T — R. Define f2(t) to be the
number (provided it exists) with the property that given any
€ > 0, there is a neighbourhood U of ¢ such that

1 (0(0)~F ()~ FAD)lo(t)s]| < elo(t)—s| for all's € U,

In this case, we say that f2(t) is the (delta) derivative of f
at ¢t and that f is (delta) differentiable at .

Assume that f : T — R and let ¢ € T*. If f is (delta)
differentiable at ¢, then

Flo(t) = f(t) + ) f2 (). Q)

A function f : T — R is said to be right-dense continuous
(rd-continuous) provided it is continuous at each right-dense
point in T and its left-sided limits exist (finite) at all left-
dense points in T. The set of all such rd-continuous functions
is denoted by

Crd(T) = C’r‘d(T7R)'
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The set of functions f : T — R that are (delta) differentiable
and whose (delta) derivative is rd-continuous is denoted by
Crg(T) = Cpy(T,R).

We will make use of the following product and quotient
rules for the (delta) derivatives of the product fg and the
quotient f/g of two (delta) differentiable functions f and g:

(f9)® = f2g+ f79% = fg™ + f2¢° (©6)
and

(i)A it o

g 99°
where g° = go o and gg° # 0.
For a,b € T and a (delta) differentiable function f, the
Cauchy (delta) integral of f2 is defined by

b
/ FA0)AL = f(b) — (a).

The integration by parts formula reads

b b
/ f(t)gA(t)AtZf(b)g(b)—f(a)g(a)—/ FA(t)g° (t)At

®)
OI'b ,
/f"(t)gA(t)At=f(b)g(b)—f(a)g(a)—/ FA(0)g(t)AL.
a a (9)

The infinite integral is defined as

/:0 fls)As = tli>Holo /at f(s)As.

II. MAIN RESULTS

Theorem 1. Suppose that (H;)—(Hg) and (3) hold and that
A > 0 is a quotient of odd positive integers. Moreover, assume
that there exists a positive function p € C},(I,R) such that

. : () (@4 () | o
lim sup / {“”(S)Q(S)‘ CESIEAr AR }AS =00

(10
where Q(s) := q(s)[1 — p(6(s))]* and ®,(s) :=
max{0, o> (s) — “"(Tf,)i("s(;)} Then every solution of (1) is
oscillatory.

Proof. Suppose that y is a nonoscillatory solution of (1).
Without loss of generality, we may assume that y is an
eventually positive solution of (1). Define the function z as
follow:

z(t) == y(t) + p)y(r(t)) fort € [to,00).  (11)
Then from (H2)—(Hy), we get
z(t) >y(t) >0 and y(6(¢)) > 0. (12)

Therefore, from (1), (Hs), (11) and (12), there exists ¢; €
[to, 00) such that for ¢ € [t1, 00)

() + a0 (x> 1) = —sev6w))

< —a(®)y(6(®)*
<0. (13)
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In view of (4) and the fact that E2(t) = E(t) ﬂ,((tt)) ,
and (6) we obtain

from (13)

(EOr@ @)
= (r @ @) Bw + (ro@0)") Be LD

e (t)
= —Et)f(t,y(5(t))

)
< —E(t)q(t)[y(6(t)*
<0 forté€ [t,00).

(14)

Thus, we get that E(t)r(t)(z(t))* is strictly decreasing on
[t1,00) and is eventually of one sign. We claim

z2(t) >0 fort € [ty,00). (15)
If not, then there exists ty € [t;,00) such that 22 (¢3) < 0.
Hence, from (H;) we have 7(t2) (22 (t2))* < 0. Take t3 > to.
Since E(t)r(t)(x®(t))* is strictly decreasing on [t;,00), it
is clear that E(t3)r(t3)(x®(t3))* < E(t2)r(t2)(x?(t2))>.
Therefore, for t € [tz,00) we have E(t)r(t)(z?(t)) <
E(t3)r(ts) (a2 (t3))* := ¢ < 0. Thus, we obtain x2(¢) <
cx (m) for ¢ € [t3,00). By integrating both sides of
the last inequality from t3 to ¢, we get

029 <t [ () Bs for et )
x(t) —x(t3z) < c> (7) s ort € |t3,00).
’ 15 VE(s)r(s) ’
Noticing (3) and letting ¢t — oo, we see lim;—, o z(t) = —o0.
This contradicts the fact that x(¢) > 0. Hence, (15) holds.

Thus, from (13) we have for ¢ € [t1,00)

(r0E @) < (rOE @) (#27@) <o

(16)
From (11), (12) and (Hs), we conclude
y(6(t)) = =(6(t)) — p(6(£))y(T(6(2)))
> z(6(t)) — p(6(2))=(7(6(¢)))- (17)

Since 7(3(t)) < () and 22 (¢) > 0, we have z(7(5(t))) <
x((t)). Therefore, from (17) we obtain

y(6(8)) = x(8(t)) — p(8())x(5(¢))

=x(6(t))[1 — p(6(t))]. (18)
From (13) and (18), there exists ¢4 € [t3,00) such that
[r(8) (@2 ()]
< =)@ () = (6O e(D[1 = p(3()]*  (19)

for t € [ty,00). Define the function w by the generalized
Riccati substitution

_ e )
wlt) = e L sm)p

It is easy to see that there exists 5 € [t4,00) such that w(t) >
0 for t € [t5,00). By the product rule (6) and the quotient rule

for t € [tq, 00). (20)
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(7), from (20) we get

UJA — [T(.Z‘A))\]A 14 N + [T(xA))\]o[ ¥ i|A

W (.r o (g))\
— AVAIA
= [r(z%)"] (o 0"
A zo8NA
+ [r(xA)A]v[(x f(;a)x B (mi[g)w)o ](SU)A] o
Hence, from (19)-(21) we have
xAO‘ A A
wd < _‘P”((moé))A —Q+ %wa
[T(,@A)A]U[(x o §)>\]A
s (z 08Nz o o)A 7 (22)

where the function @ is defined as in Theorem 1. From (Hg)
we see that §(¢) is increasing on T. Since ¢ < o(t), we obtain
0(t) < 7(t). In view of (15), we have

(z00)(t) < (x0d?)(t). (23)
From (22), (23) and (20), we get

Ao\ A
A < _ (LE ) _ ' o
WS SN SN vQ + oY

[r(z)*)7[(z 0 6)M>

[r ()7 [(2 0 6)*]2
(x 0 8)*z 0 67)
_ @)@ o )M

(xod)Mzodr)r

—¢Q+%w"—s&

®
< —pQ + jw” (24)

where the function @ is defined as in Theorem 1. From (Hg),
Lemma 1 and (15), we find
(z00)2 = (22 0 §)6° > 0. (25)

If 0 < A < 1, then by taking ¢ = z 0§ and @ = A and by
Lemma 2 (i) and (25) we get

[(z08)*)% > Mz 087N (z06)2

= Nz 039 1 (z? 06)”. (26)

It follows from (24) and (26) that for 0 < A < 1
wt < —pQ +
(pU
[r(@®))7 - A 0 69)* 1 (a2 0 6)5°
(0 6)* 0 07)A
i)
= —pQ+ —u”

2
@)
(z 057 )M

(z007)*
(z0d)*

— X620 (z®00).  (27)

If A > 1, then by taking g = z 0 J and a = A and by Lemma
2 (ii) and (25) we have

[(z08)N)% > w0 8)* H(z0d)?

= Az 0 6) (2?0 6)d2. (28)
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It follows from (24) and (28) that for A > 1

P
w? < —pQ + —u”
990'

[r(#®)M)7 A 0 0@ 0 )5
(20 8)(z 0 67

P
= —pQ+ —u’
(pg

[r(z (x049)
(o 1 (zo0)
Therefore, from (23), (27) and (29) we get for all A > 0
(r@*))”
Form (16), we see that r(¢)(z(¢))* is decreasing on [t1, 00).
Since §(t) < t < o(t), we have ((r o &)(x® o §)*)(t) >
(r(z®)*)? (). Thus, we conclude
[(r(22)") 1 (@)

[(rod)]V/A(t)

A))\}(T

— A% (22 00).

(29)

P
w? < —pQ + w—jw“ — A2 (22 06). (30)

(2 0 8)(t) >

Hence, from (30) we obtain
[(r(@®)*) >

W(TO&)_X.

€2V

P
wh < —pQ + —w” — X2
(pU

From (20) and (31) there exists tg € [t5,00) such that

ag

A oy A (WT\IHR -1
w2 (t) < —pQ + —w’ — Ao so(—) (rod)™»
©7 ©?

P
=—¢Q+—:w"
14

— A8 (r o 6) "X (%) (w7) K (32)

for t € [tg,00). Taking 8 = Ai\rl,X = ()\305A)%(7‘ o

)73 (%) and Y = (r 0 6)7 (@)} [BANF (962)7],

by Lemma 3 and (32) we get for ¢ € [tg,00)
r(3(t)) (P ()M

(A+ DA ()2 )P

Integrating both sides of the last inequality from g to ¢ (t >

tg), we obtain

w(t) — w(ts)

w(t) < —p(t)Q(t) +

: P (5(3) (@ (5)) 1
< ‘/tﬁ {“’(S’Q(S) T O D ()08 ()P }AS'

Since w(t) > 0 for ¢ € [t5,00), we have

t )@ Y,
/m {“”(S’Q(S) Ot DM ()05 (5 }A

<w(tg) —w(t) <w(ts) fort € [tg, o).

Thus, we get

| t P (8()) (@4 ()
limn sup / {*"(S’Q(S) B3 PP }AS

< w(tﬁ) < 00,

which contraticts (10). Hence, the proof is complete. [J
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The following theorem gives a Philos-type oscillation
criterion for (1).

Theorem 2. Assume that A > 0 is a quotient of odd positive
integers and that (Hy )—(Hg) and (3) hold. Furthermore, suppose
that there exist a positive function p € C!,(I,R) and a function
H € C.q(D,R), where D := {(t,s) € Tx T : ¢t > s > to},
such that

H(t,t)=0 for t>ty, H(t,s)>0 for (t,s)€ Dy,

where Dy := {(t,s) € TxT :t > s > to}, and H has a
nonpositive rd-continuous delta partial derivative H*+(t,s) on
Dy with respect to the second variable and satisfies

lim sup —————

1 t—1
mowp s [ { #0000

r(3(s)) (o (s))hq (t, )M }As

(A+1)*+1[ (t,5)p(s)6% (s)]*

where Q(s) = q(s)[1 — p(d(s)) }
Jjump ogerator on ’JI‘ and hi(t,s) :
H(t,s) vj((j))}’ here @, (s) = max{O,gaA(s)
Then all solutions of (1) are oscillatory.

oo,  (33)

o(t) is the forward
= max{0, H®:(t,s) +
50(8)77(8)}

o'(é

Proof. Assume that y is a nonoscillatory solution of (1).
Without loss of generality, assume that y is an eventually
positive solution of (1). Define again the functions x by (11)
and w by (20). Proceeding as in the proof of Theorem 1, we
see that (32) holds. Multiplying (32) by H (t, s) and integrating
fromtg tot —1 (t > tg + 1), we find

t—1
H{(t, 5)p(s)Q(s)As
te
t—1 t—1 ( )
< - H(t, s)w?(s)As + H(t,s) +( ) 7(s)As
te te
t—1
— [ HEs)V () ()T As, (34)
te
where V(s) := Ap(s)62 (s)[r(8(s))] = (7 (s)) =" Apply-
ing the integration by parts formula (8), we get
t—1
- H(t,s)w™(s)As
" s=t—1 t—1
= {fH(t,s)w(s)} . + HA: (t,s)w (s)As
s=tg to
t—1
< H(t,te)w(tg) + H2:(t, s)w’ (s)As. (35)
te
Substituting (35) in (34), we obtain

t—1

| H(E5)e(5)Q(s)As
< H(t,tﬁ)’w(tﬁ)
+/tf {[HAS(t,5)+H(t,s)i:((j;
— H(t,s)V(s)(w(s)) > }As

}w”(s)
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H(t, ts)w(ts) + /t1 [h+(t7s)w”(s)

te

— H(t, s)V(s)(wa(s))¥] As (36)

where hy(t,s) is defined as in Theorem 2. Taking
1
B o= 2 X = [H(ts)V(s)Pw(s) and Y =

[h+(t,s)]A/{ﬂA[H(t,s)V(s)}%}, by Lemma 3 and (36) we
have
H(5)p(5)Q(s)As

O(t,s)As

te

< H(t, tg)w(ts) + (37)

te

where

[hy (2, 5)
ABMH(t, s)V (s)]*
_r(8(s)le(a(s) i (t, )M
(A + DAMEH(t, 5)p(s)04 ()]}
Since H?#(t,s) < 0 on Dy, we obtain H(t,tg) < H(t, o)
for t > tg > to. Hence, for t > tg + 1 > tg + 1, it follows
from (37) that

/H [H(1,5)0(5)Q(s) — ©(1,5)] As

te

< H(t, tg)w(tg) < H(t, to)w(t6). (38)
For t > s > tg, we have 0 < H(t,s) < H(t,tp) and 0 <
5((: ts)) < 1. Thus, from (38) we get

% /tl [H(t,s)gp(s)@(s) — O(t, s)}As

“wa (], )

A gggg)ws)@(sm +ulte)

O(t,s) =

Jp(5)Q(s) — O(t, )| As

te
< / o(s)Q(s)As +w(ts) fort>ts+1>1ty+ 1.

to

Therefore, we find

lim sup
t—o0

t—1
H(t,to) /t [H (t,5)p(5)Q(s) — O(t, s)| As

te
< / o(8)Q(s)As + w(ts) < oo
to

which implies a contradiction to (33). Thus, this completes
the proof. O

Let H(t,s) = (t — s)™,(t,s) € D, where m > 1 is a
constant, then H2¢(t,s) < —m(t — o (s))™~! for (t,s) € Dy
(see Saker [22]). Therefore, from (35) we obtain

t—1
- H(t, s)w™(s)As

te

<H(t,t6)w(t6)+/t em(t = o(s))™ Jut (s) As.
(39)
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By replacing (35) with (39) and using methods similar to
those of the proof of Theorem 2, we obtain the following
Kamenev-type oscillation criterion for (1).

Theorem 3. Assume that A > 0 is a quotient of odd positive
integers and that (H; )—(Hg) and (3) hold. Furthermore, suppose
that there exist a constant m > 1 and a positive function ¢ €
C!,(I,R) such that

N {(t ) e(5)Qs)

r(8(s)) [o(o(s)) Ko (t, )]
A+ DA(E = 5)™p(5)95 (s)]
where Q(s) := q(s)[1 — p(6(s))]*, o(t) is the forward jump
operator on T and K (t,s) := max{0,(t — s)™ o (s)

w(o(s))
m(t — o(s))™ 1}, here & (s) := max{0, o™ (s) — &)}
Then all solutions of (1) are oscillatory.

lim sup —
m
t—oo

}As =00, (40)

7 (s)

Remark 1. From Theorems 1-3, we can obtain many
different sufficient conditions for the oscillation of (1) with
different choices of ¢(t), H(t,s) and m.

For example, let ¢(s) =
following results.

s, then Theorem 1 yields the

Corollary 1. Suppose that (H;)—-(Hg) and (3) hold and that
A > 0 is a quotient of odd positive integers. If

. ¢ r(3(s)) (€4 ()M
s | 000 - S
where Q(s) :=
max{0,1 — 21°

7 (s)

1 |As =00, (41)

a(s)[1 — p(d(s))]* and &i(s) =
}, then every solution of (1) is oscillatory.

Let ¢(s) = 1, then Theorem 1 yields the following
well-known Leighton-Winter theorem.

Corollary 2. Assume that (Hy)-(Hg) and (3) hold and that
A > 0 is a quotient of odd positive integers. If

/ 41— p(6(s)As = oo,

to

(42)
then every solution of (1) is oscillatory.

Let ¢(s) =
following results.

1, then from Theorem 3 we obtain the

Corollary 3. Suppose that A > 0 is a quotient of odd positive
integers and that (Hy )—(Hg) and (3) hold. Furthermore, suppose
that there exists a constant m > 1 such that

t—1

im — [ (£ $)q(s)[1 - p(6(s))]* As = oo,

t—oo t™
Then all solutions of (1) are oscillatory.
Next, we consider the case when

/t :c (7E (t;r (t))mAt < 00 (43)

International Scholarly and Scientific Research & Innovation 5(2) 2011

holds, where E(t) is defined as in (4). Obviously, (43) implies
that (3) does not hold.

Theorem 4. Suppose that (Hy)-(Hg) and (43) hold and that
A > 0 is a quotient of odd positive integers. Let p(t) be defined
as in Theorem 1 such that (10) holds. Moreover, assume that
there exists a constant € > 0 such that for every constant C' >
to,

s /C i L Bt

1/A
-1+ 5)p(5(s))])‘As} Au=oo.  (44)
Then every solution of (1) is oscillatory or converges to zero as
t — oo.

Proof. Assume that y is a nonoscillatory solution of (1).
Without loss of generality, assume that y is an eventually
positive solution of (1). Define again the functions x by (11)
and w by (20). There are two cases for the sign of 2 (¢). The
proof when x2(t) is eventually positive is similar to that of
Theorem 1 and hence is omitted.

Next, assume z(t) < 0. Proceeding as in the proof of
Theorem 1, we obtain that (12) and (14) hold. Thus we get
lim¢ oo x(t) := L > 0 and z(t) > L. We claim L = 0.
Assume not, i.e., L > 0, then we now show that this leads to
a contradiction to (44). By the properties of limit, for ¢ > 0
we have L < x(t) < (1+¢)L. Hence, from (Hs) and (Hy) we
get L<z(0(t)) < (1+e)Land L <z(7(d(t))) < (1+¢)L.
Then from (Hs)—(H,4), (11) and (12) we obtain

y(6(1)) = 2(6(t)) — p(6(1))y(7(5(¢)))
> 2(8(t)) — p(6(8))x(T(6(1)))
> L[1 = (1 +¢)p(5(t))]- (45)

Take t7 € [tg, 00) such that z2(¢) < 0 for ¢ € [t7,00). From
(14) and (45), there exists tg € [t7,00) such that

[B()r(t)( ()N < ~LAE()q(t)[L — (1 +)p(8(t)

for ¢t € [ts,00). Integrating both sides of the last inequality
from tg to t (t > tg), we have

E()r(t)(z™ (1)
< B(tg)r(ts) (x> (ts))*

— 1 [ E(s)q(s)[1 — (1+ )p(3(s)*As
<2 [ B(s)a(s)1 — (143 As,

Therefore, we get

1 t
v20) < ~L{ gy [ Bt
1/A
1-01+ E)p(é(s))])‘As} / for t € [ts, c0).
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Integrating both sides of the last inequality from tg to ¢, we
obtain for ¢ € [tg, 00)

o) < 2(t) - L [ { i | B
1-(1+ E)p(é(s))])‘As}l/)\Au for ¢ € [ts, 00).

Hence, we have

/tt {m /t“ E(s)q(s)[1 — (1 + E)P(5(S))]AAS}%AU

< x(tg) — x(t) < x(ts)

< 7 for t € [ts, 00)

and

liiriségp/t {m/tu E(s)q(s)-
1- (4 ep(e)Pas) aus 70 oo

which yields a contradiction to (44). Therefore we have
L =0, ie, lim;_z(t) = 0. In view of (12), we obtain
limy_, o y(¢) = 0. The proof is complete. [J

Theorem 5. Suppose that (H,)—(Hg) and (43) hold and that
A > 0 is a quotient of odd positive integers. Let ¢(t) and
H(t,s) be defined as in Theorem 2 such that (33) holds.
Moreover, assume that there exists a constant € > 0 such that
for every constant C' > ty, (44) holds. Then every solution of
(1) is oscillatory or tends to zero ast — o0.

Proof. Assume that y is a nonoscillatory solution of (1).
Without loss of generality, assume that y is an eventually
positive solution of (1). Define again the functions x by (11)
and w by (20). There are two cases for the sign of 22 (). The
proof when z2(t) is eventually positive is similar to that of
Theorem 2 and hence is omitted.

Next, assume x2(¢) < 0. In this case, the proof is similar
to that of the proof of Theorem 4 and therefore is omitted.
The proof is complete. [

Theorem 6. Suppose that (Hy)-(Hg) and (43) hold and that
A > 0 is a quotient of odd positive integers. Let m and o(t)
be defined as in Theorem 3 such that (40) holds. Moreover,
assume that there exists a constant ¢ > 0 such that for every
constant C' > tg, (44) holds. Then every solution of (1) is
oscillatory or tends to zero ast — oo.

Proof. The proof is similar to that of Theorem 5 and thus is
omitted. The proof is complete. []
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III. EXAMPLES

Example 1. Consider the following second-order neutral
damped variable delay dynamic equation

(S (v + ﬁyw»] A)A>A

(@) Ay A
+ G (v + v 0] ™)
—5(t)1A
a% (y(é(t))) =0 forteT. (46)
In (46), A > 0 is a quotient of odd positive integers, ¢(t),1:
6%2 (tvtO)’ ¢U(t) = (¢OU)(t) T(t) t¢(t) ’ ( ) = (:2(;){2(,&) s
) [1+e 6(1‘)])

p(t) = ﬁ, a > 0isaconstant and f(t,y) = «

IfT:Ror'JI‘:hZ::{hk:keZ},é()—t—hko
and 7(t) =t — hky, where h > 0 is a constant and ko, k1 are
arbitrary positive integers, then by taking tg = h(ko + 1) and
q(t) = ame;ﬂ we see that (H;)—(Hg) and (3) hold. To
apply Corollary 1, it remains to satisfy the condition (41). We
have

[1+e 0 e

Q(s) = q(s)[1 — p(5(s))]* = T S

Since E(t) := enw (t,10) = ey (t,to), we get EA(t) =
77 (t) t

#E(t) > 0 for t € [tg,00). Thus, we obtain that E(t) is

increasing on [ty, c0). Hence, for ¢ € [tg, 00) we have E(t) >

E(tp) = 1 and 0 < 77 < 1. Since §(t) > to for t >

@
(2ko + 1)h, we get 0 < r(5(t)) = G@r < (§()** for

t > (2kg + 1)h. Furthermore, we have

sn(s)
r7(s)

0 <¢&4(s) :=max{0,1—

} <1 for s € [ty, c0).

Therefore, we obtain

¢ r(5(s S))AHL
limsup/( {SQ(S) ~7r(6(s))(&4(s)) +

t—oo J(2ko+1)h (A + DA [s64(s)]*

> lim sup /(t [SQ(S) - (0(s)™?

t—oo J(2ko+1)h (A + DM s0%(s)]Y

]As

}As

t A—1
. a  (s— hko)
— limsup / (4- B )a 47)
t—oo J(2kot+1n V8 (A+ L)AL
Let « W > 0. Since hmsaoo (% -

s A
bl ) /(3) =

we have f(Qk(H-l)h (% -
from (47) we obtain

1 00 1 _
~ oy and f(2k0+1)h Qs = oo,
A—1
%)As = o0. Therefore,
t A+1
)

e [ [t - JONEE
t—oo  J(2ko+1)h (A 4+ 1M1 [s62(s)]
which implies that (41) holds. Hence, by Corollary 1 every
solution of (46) is oscillatory when o —

}As:oo

o > 0.

If T = g%, §(t) = qo "t and 7(t) = qo~F1t, where ¢ :=
@5 U{0}, ¢& = {q¢ : k € Z}, g > 1 is a constant and
ko, k1 are arbitrary Posmve integers, then by taking o = qo
and ¢(t) = He;# we see that (H;)—(Hg) and (3) hold.
To apply Corollary 1, it remains to satisfy the condition (41).

198 1SN1:0000000091950263



Open Science Index, Mathematical and Computational Sciences Vol:5, No:2, 2011 publications.waset.org/2411.pdf

World Academy of Science, Engineering and Technology
International Journal of Mathematical and Computational Sciences
Voal:5, No:2, 2011

Since §(t) > to for t > go'T*0, we obtain 0 < r(6(t)) =
ko

3(#)>*
(15(85)(:&)) < (8(t)) ! for t > go' 0. Thus, if a—

0, then we obtain

o >

: ! r(0(s)) (€+ ()™M
h?lsolclp /(Iol+ko [SQ(S) - ()‘ + 1))\+1+[55A($)}/\}A8

t A—1
: (6(s))
> _
=P /q Q0 - B n e
. ! o (go Fes) !
= h?lz‘clp /(101+k-0 (S? A+ 1)>‘+1(sq0*k0)/\)As

’ q0"° 1
= limsup/ <a - ﬁ) ~As = oo,
t—oo  Jgyltko ()\ + 1) +1/ s

which yields that (41) holds. Therefore, by Corollary 1 every

solution of (46) is oscillatory when o — W > 0.

Example 2. Consider the following second-order neutral
damped variable delay dynamic equation

(tk(t; ([t + - fﬁy(T(t))]A)A)A

([0 + 1o pvtr@n] )

¢(t)
aw (y(<$(t)))A —0 forteT.  (48)
In (48), A > 0 is a quotient of odd positive integers, o(t) =
exs(tt0). 6 (8) 1= (do0) (1), r{t) = 7. m(t) = * %922; :
[l+6 ®)]

p(t) = li%, a > 0is a constant and f(t,y) =

IfT=RorT=hZ §(t) =t— hko andT(t) —t—h/ﬁ,
where hZ, ko and k; are defined as in Example 1, then by
taking to = h(ko + 1) and ¢(t) = O‘M we see that
(H1)—(Hg) and (3) hold. We will apply Corollary 2. It remains
to satisfy the condition (42). We have

oo > ’ 5 ’
/t q(s)[l—p(fs(s))])\Asz/t QM

oo
e
:/ —As =0
to S

which implies that (42) holds. Hence, by Corollary 2 every
solution of (48) is oscillatory.

If T = g%, 6(t) = qo "ot and 7(t) = go~*'t, where ¢Z, ko
and k; are defined as in Example 1, then by taking ¢y = qo
and ¢(t) = aw we see that (H;)-(Hg) and (3) hold.
We will apply Corollary 2. In this case, we still have (49),
which implies that (42) holds. Thus, by Corollary 2 every
solution of (48) is oscillatory.

As

(49)

Example 3. Consider the following second-order neutral
damped variable delay dynamic equation

E e ———
2 A+1 7
PO [+ 30 - L] )’

+(t+a) (y(cs(t)))A =0 forteT. (50)

A

International Scholarly and Scientific Research & Innovation 5(2) 2011

In (50), A > 0 is a quotient of odd positive integers, ¢(t) =

A1 2 o A+1
e (1, 10), 67(1) 1= (600) (1), (1) = Sz n(0) = “5=,
p(t) = 4(1 m) a > 0 is a constant and f(t,y) =
(t+a)*yr.

IfT=RorT=~hZ, 6(t) =t — hko and 7(t) =t — hki,
where hZ,ko and k; are defined as in Example 1, then by
taking to = h(ko + 1) and q(t) = (t + a)* we see that (H;)—
(Hg) and (43) hold. We will apply Theorem 4. It remains to
satisfy the conditions (10) and (44). Let o > +/(hko)? + 1
Taking ¢(s) = 1, then the left side of (10) becomes

¢
limsup/ Q(s)As
to

t—o0

= liirisogp/t q(s)[1 — p(d(

—limsup/t(era) [4+2 !
|

)P As

S —
t—00 to 1 (S — th)Q
1 }/\

3\A. /t A
> (=) limsu S+« _——
(4) P to( ) 1+ (s — hko)?

t—o0

t

> (Z))\limsup As =00 (51

t—o0 to

which implies that (10) holds. Take € = % For any constant
C > tyg, Take M € T such that M > 2C. Since E(t) :=
enw (tto) =ep(t,tg) > 1 for t € [tp, 00), we have

G40

imoww | { g L, FO
- (Lt op(a)Pas) Au

1.3
Zlimsup/ )\+1/(s+a 1-(1+ )
t—oo
1
(1-

V11 (5 hko)?
zlimsup/t{ii_l/u(s—b—a))\.
t—oo C u C
[ 1
\/1+(S*hk0)2
t 1 u 1/
Zlirrisorip/c (W/C As) Ay

)] As}mAu

}AAS}I/)\AU

1/
= limsup %Au
t—o0 C ultx
M n1/A o n1/A
:/ %Au—l—limsup/ %Au
e} ultx t—oo JM ults
M m1/A t
C 1
Z/ uAu—l—limsup/ (= )1/)\ Au
C u1+X t—o0 M 2 u
= 00, (52)
which implies that (44) holds. Thus, if a > \/(hkg)? + 1 then

by Theorem 4 every solution of (50) is oscillatory or converges
to zero as t — oo. -

If T =g, §(t) = qo~ "t and 7(t) = qo~*1¢, where ¢7, ko
and k; are defined as in Example 1, then by taking o = qo
and ¢(t) = (t + a)* we see that (H;)—(Hg) and (43) hold.
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We will apply Theorem 4. It remains to satisfy the conditions
(10) and (44). Let o > qlgo. Take ¢(s) = 1 and € = % By
using methods similar to those of the proof of (51) and (52),
we obtain

lim sup
t—o0 to

and

Q(s)As = lim sup/t q(s)[1—p(8(s))]}As = 0o

t—o0 0

) t 1 u
imswp [ { g [ Bsato)
/A
-1+ E)p(d(s))]’\As} / Au =00, (53)

which imply that (10) and (44) hold. Hence, if o > qg‘) then
by Theorem 4 every solution of (50) is oscillatory or tends to
zero as t — oo.
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