
 

 

  
Abstract—This paper presents the application of an enhanced 

Particle Swarm Optimization (EPSO) combined with Gaussian 
Mutation (GM) for solving the Dynamic Economic Dispatch (DED) 
problem considering the operating constraints of generators. The 
EPSO consists of the standard PSO and a modified heuristic search 
approaches. Namely, the ability of the traditional PSO is enhanced 
by applying the modified heuristic search approach to prevent the 
solutions from violating the constraints. In addition, Gaussian 
Mutation is aimed at increasing the diversity of global search, whilst 
it also prevents being trapped in suboptimal points during search. To 
illustrate its efficiency and effectiveness, the developed EPSO-GM 
approach is tested on the 3-unit and 10-unit 24-hour systems 
considering valve-point effect. From the experimental results, it can 
be concluded that the proposed EPSO-GM provides, the accurate 
solution, the efficiency, and the feature of robust computation 
compared with other algorithms under consideration. 

  
Keywords—Particle Swarm Optimization (PSO), Gaussian 

Mutation (GM), Dynamic Economic Dispatch (DED).  

I. INTRODUCTION 
YNAMIC Economic Dispatch (DED) schedules the 
generating outputs of all on-line units over a time horizon 

by taking the dynamic constraints of generators into account, 
whereas the traditional Static Economic Dispatch (SED) 
allocates the outputs of all committed generating units by 
considering the static behavior of them. It can be therefore 
concluded that the DED problem is an extension of the SED 
problem in which the ramp rate limits of the generators are 
taken into consideration. That makes the DED problem more 
difficult [1-3]. Regarding the DED problem, there were a 
number of traditional methods that have been applied to 
handle this problem such as: Dynamic Programming [4], 
Linear Programming [5], Lagrangian Relaxation [6], etc. 
However, there were some attempts to find the new 
methodology for dealing with this difficulty. 

In recent years, evolutionary computation techniques have 
been developed and proposed so as to solve a wide range of 
power system problems including DED problem such as
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Genetic Algorithm (GA) [7], Simulated Annealing (SA) [8], 
Evolutionary Programming (EP) [2], Particle Swarm 
Optimization (PSO) [3], etc. 
 In comparison with the classical methods, characteristics of 
evolutionary computation techniques that make them more 
attractive over the traditional ones are as follows:  

• They are more likely to find a global solution, while 
the traditional methods may become trapped in a 
local optimum;  

• There is no mathematical limitation of the problem 
formulation, while the classical techniques may 
require approximations or specific cost function 
forms;  

• Their calculation is based on random processes; 
therefore, they can generate many feasible solutions. 
This is in contrast to the conventional approaches 
that may yield only one solution [9].  

Compared to other evolutionary computation techniques, 
PSO can solve the problems quickly with high quality 
solutions and stable convergence characteristics, whereas it is 
easily implemented. However, PSO can sometimes suffer 
from the lack of the diversity amongst the particles, which can 
lead to a stagnation stage [10]. Therefore, although PSO has 
been a subject of an extensive research, there is a number of 
issues that need to be addressed in order to  exploit the full 
potential of PSO in solving complex power system problems 
[11].  

This paper is organized as follows: section II presents DED 
problem formulation and section III provides an overview of  
PSO. A brief introduction to Gaussian Mutation is also 
provided in section IV. Then, section V illustrates the details 
of the EPSO-GM implementation for solving the DED 
problem. Section VI shows the simulation results of the 
EPSO-GM method and the comparison with other approaches. 
Finally, some concluding remarks are made in Section VII. 

II. DED PROBLEM FORMULATION 
Dynamic Economic Dispatch (DED) problem is to 

determine the optimum scheduling of generation at a certain 
period of time that minimizes the total production cost while 
satisfying equality and inequality constraints, i.e. power 
balance, operating limits, and ramp rate constraints, 
respectively. In general, the mathematical model of the DED 
problem is as follows [2]: 
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Subject to: 
 a) Power balance constraint 
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it Dt
i

P P
=

=∑              (2) 

 b) Operating limit constraints 
  (min) (max)i it iP P P≤ ≤                (3) 

  c) Ramp rate constraints 
        , , 1i i t i t iDR P P UR−− ≤ − ≤                       (4) 

 From the different characteristics of cost function; 
therefore, they can be categorized as smooth and non-smooth 
cost functions as presented in [12-14]. For the sake of 
simplicity, the cost function of the Economic Dispatch 
problem (smooth cost function) is generally a single quadratic 
function. The generator’s fuel cost function can be represented 
by [15]:  
       2( ) .i i i i i i iF P a P b P c= + +              (5) 
 In some large generators, their cost functions are also non-
linear, due to the effect of valve-point loading [13]. Taking 
the valve point loading into account will increase multiple 
local minimum points in the cost function and make the 
problem more difficult [16]. The fuel cost function with valve-
point loading can be expressed as [17]:  
    2

,min( ) sin( ( )) .i i i i i i i i i i iF P a P b P c e f P P= + + + × × −     (6) 

 Fig. 1 illustrates an example of smooth cost function and 
non-smooth cost function with valve-point loading. 
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 (a) Smooth cost
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Fig. 1 (a) Example of smooth cost function, (b) Example of non-

smooth cost function with valve-point loading 
 
 In addition, some generators can be operated with multiple 
fuels [13, 14]. Therefore, changes of fuel type will be 
responsible for changes in the cost function from a single 
quadratic function to a piecewise quadratic function [18, 19]. 
The generator’s fuel cost function can be defined as follows 
[14]: 

2
1 1 1 ,min ,1

2
2 2 2 ,1 ,2

2
, 1 ,max .

, (fuel 1),   if     

, (fuel 2),   if   
( )

                                         
, (fuel ),   if   

i i i i i i i i

i i i i i i i i
i i

ik i ik i ik i k i i

a P b P c P P P

a P b P c P P P
F P

a P b P c k P P P−

⎧ + + ≤ ≤
⎪

+ + < ≤⎪
= ⎨

⎪
+ + < ≤⎩

⎪

  (7) 

Fig. 2 illustrates an example of non-smooth cost functions 
with multiple fuels.  
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Fig. 2 Example of non-smooth cost function with multiple fuels 

  
where 
TC        : total production cost, 

( )it itF P     : fuel cost of ith generator  at hour t, where  ai, bi and  
                  ci are coefficients of the fuel cost function , while  
      ei and fi  are coefficients from  the valve-point  
                  loading, 

itP          : power output of ith generator  at hour t, 

DtP          : power demand at hour t, 

(min) iP      : minimum power output of ith generator, 

(max) iP   : maximum power out put of ith generator, 

iUR    : upper limits of ramp rate of ith generator, 

iDR    : lower limits of ramp rate of ith generator, 
N          : number of generators, 
T          : number of hours, 

III. OUTLINE OF THE PARTICLE SWARM OPTIMIZATION 
 In 1995, Kennedy and Eberhart [20] initially introduced a 
modern heuristic technique called Particle Swarm 
Optimization (PSO) for solving nonlinear and non-continuous 
optimization problems [21]. It is rather similar to other 
evolutionary computation techniques (i.e. Genetic Algorithm 
(GA)) in that PSO also utilizes the principle of a random 
initialized population and the concept of evaluation and 
modification of a population to discover the global solution. 
However, PSO does not utilizes the mutation and crossover 
operators during the modification step, since it can update 
itself [22, 23]. The basic principle of PSO is that it initializes a 
population of particles with the randomness of both positions 
and velocities. Subsequently, each particle adjusts its velocity 
dynamically corresponding to its flying experiences and its 
colleagues [21, 24]. There are three main components that 
affect the changing of the velocity i.e. inertial, cognitive, and 

World Academy of Science, Engineering and Technology
International Journal of Mathematical and Computational Sciences

 Vol:2, No:11, 2008 

860International Scholarly and Scientific Research & Innovation 2(11) 2008 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 M
at

he
m

at
ic

al
 a

nd
 C

om
pu

ta
tio

na
l S

ci
en

ce
s 

V
ol

:2
, N

o:
11

, 2
00

8 
pu

bl
ic

at
io

ns
.w

as
et

.o
rg

/2
37

1.
pd

f



 

 

social components. For the inertial component, it represents 
the particle’s behavior for moving in the previous direction, 
while the cognitive component represents the memory of the 
particle for attracting to its previous best position (pbest). 
Concerning the social component, it represents the memory of 
the particle for attracting its previous best position among the 
group (gbest)[25]. Correspondingly, each particle can be 
adjusted or updated its new position according to its modified 
velocity. The updated velocity 1( )t

idv + and position 1( )t
idx + of 

each particle can therefore be express by [26-29]: 

 
1

1 1

2 2

[ ( )

              ( )],

t t t
id id id id

t
d id

v k w v c rand pbest x

c rand gbest x

+ = × ⋅ + × × −

+ × × −
                     (8) 

 
                    1 1 .  t t t

id id idx x v+ += +                          (9) 
 
Constriction factor (k) is expressed by: 

             1 22

2 ,  ,  4,
2 4

k c cϕ ϕ
ϕ ϕ ϕ

= = + >
− − −

            (10) 

where 
t
idv         : velocity of ith particle  at iteration t in d-

dimensional  
                space, 

t
idx         : current position of ith particle at iteration t in d- 

               dimensional space,  
w         : inertia weight factor, 
t             : number of iterations, 
k            : constriction factor,  

1 2,c c      : acceleration constant. 

IV. GAUSSIAN MUTATION 
 The proposed EPSO-GM technique utilizes a mutation 
operator, called Gaussian mutation (GM) that is generally 
applied to Genetic agorithm (GA). It is aimed at coping with 
the loss of diversity in global search by incorporating 
Gaussian mutation into the traditional PSO as presented in 
[10, 27, 30]. Applying Gaussian mutation improves the PSO 
searching ability by mutating some selected particles. The 
procedures of the implementation in this section can therefore 
be expressed in details as follows:  

 
Step 1: Determine the mutation probability (Pm) by: 

                             m
m

R
P

m
=                                   (11)  

where Rm and m are mutation rate and the number of particles, 
respectively. As reported in [27], Rm is set to 1 at the first 
iteration and linearly decreases to 0 at the final iteration. 
 
Step 2: Generate a uniformly distributed random number 
(randi) between 0 and 1 for each particle. 
 
Step 3: Compare each generated random number (randi) with 
Pm.  If  Pm >  randi, then  mutate the particle by following 
equation [27].  

                 , (1 ( ))t t
i mutate ix x gaussian σ= × +                  (12) 

 
where  t

ix   and ,
t
i mutatex  denote the current and mutated 

position of particle i at iteration t, whilst ( )gaussian σ is a 
random number drawn from a Gaussian distribution. It can be 
calculated from 0.1      The length of search spaceσ = × . 

V. DEVELOPMENT OF THE PROPOSED EPSO-GM ALGORITHM  
 The basic concept of the EPSO-GM is that the Gaussian 
mutation (GM) is integrated into an enhanced PSO algorithm 
(EPSO) to increase a possibility of generating feasible 
solutions when applying to the DED problem. Concerning the 
EPSO, it consists of the standard PSO and a modified 
heuristic search, which is modified and developed from [12, 
31, 32] for manipulating the equality and inequality 
constraints. The procedures of the proposed EPSO-GM 
method are shown in Fig. 3.  

 
Fig. 3 The basic flow chart of the proposed EPSO-GM method 

 
 The steps of the computation method as presented in Fig. 3 
are discussed below. 
Step 1: Initialization 

Step 1.1: Initialize the system data and parameters of   the  
               EPSO-GM algorithm  e.g. population size (Pop) 
               Initial / final inertia weight (wmax, wmin),  
               acceleration constant (c1 and c2), constriction   
               factor (k), and mutation rate (Rm), 
Step 1.2: Randomly initialize positions ( ijP ) and  
                velocities ( ijv ) of each particle in  ith hour  
                of  jth unit, 
Step 1.3: Define each particle as pbest, and the best  
                position of all particles as gbest. 

 
Step 2: Update the velocity and the position for each  
             particle using (8) and (9). 

Initialization of the system data and 
simulation parameters 

Updating of the velocities and positions 
of particles 

Modification of the particles using a 
modified heuristic method 

Are termination    
criteria satisfied? 

Final DED solution 

Yes 

No 

Updating of pbest and gbest  

Mutating some selected particles using 
Gaussian mutation 
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Step 3: Mutating some selected particles using Gaussian  
            mutation operator. 
 
Step 4:  Modify the positions of the particle 
     Step 4.1: Set i = 1 and  j =1, where 1, 2,...,  i T= and  

                1,2,..., ,j N=  
Step 4.2: Randomly select L-th generator, 

Step 4.3: Calculate iLP  using 
1

N

iL D ij
j
j L

P P P
=
≠

= − ∑ ,  

Step 4.4: Adapt iLP for its operating limit if (min)iL iLP P<   
                or (max)iL iLP P> . Otherwise, go to Step 4.8,  
Step 4.5: If  j ≤ total number of generators (N),  

          let  j = j+1. Otherwise go to Step 4.8, 
Step 4.6: Re-random L-th generator and re-calculate iLP , 
Step 4.7: Adjust the value of iLP  if it is out of operating  
               limit, and then return to the Step 4.5. 

Otherwise,   
               go to the next step, 
Step 4.8: Calculate the operating limit for the next hour   
               considering ramp rate constraints from    
               1, (min)i j ij iP P DR+ = − and 1, (max)i j ij iP P UR+ = + , 
 Step 4.9: If 1, (min) (min)i j jP P+ < , then let 1, (min) (min)i j jP P+ =   
                or 1, (max) (max)i j jP P+ >  then let 1, (max) (max)i j jP P+ = , 
 Step 4.10: If i = total number of hours (T), then go to  
                  Step 5. Otherwise, let  i = i+1, and go to Step  
                  4.2. 

 
Step 5: Update pbest  and  gbest by evaluating and comparing  
             the fitness value with their previous values. 
 
Step 6: If the termination criteria are satisfied, then stop.   
            Otherwise, return to Step 2. 

VI. NUMERICAL RESULTS 
 In order to demonstrate and validate the effectiveness of the 
proposed EPSO-GM algorithm, its simulation results will be 
compared with the outcomes obtained from the traditional 
PSO (EPSO) and other algorithms by applying to two 
different case studies. The first case study is a traditional 
Static Economic Dispatch problem (SED) i.e. the standard 3-
unit system considering valve-point loading. The second case 
study is the Dynamic Economic Dispatch problem (DED) i.e. 
a 10-unit 24-hour system including generator ramp rate 
limitation and also non-smooth cost function. The systems 
data can be found from [17] and [2]. The simulations are 
carried out using Matlab and executed on a personal 
computer, where in all cases; the each algorithm is run for 30 
times with different initial conditions in order to diminish the 
random effects. The values of the simulation parameters for 
the EPSO and EPSO-GM method are shown in Table I. 

TABLE I 
PARAMETERS USED IN THE IMPLEMENTATION 

Methods ϕ  k c1/c2 wmax wmin Rm 
EPSO 4.1 0.73 2.05 0.9 0.4 -- 
EPSO-GM  4.1 0.73 2.05 0.9 0.4 1 
Note : As presented in [33], ϕ is generally set to 4.1, both c1 and c2 are set  
to 2.05 and k is 0.729, where k - constriction factor, c1,c2 –acceleration 
constants,  wmax,min - max/min inertia weight, and Rm - mutation rate.  

 
Case study 1 : 3-unit system  
For this case, the proposed EPSO-GM is aimed at 

optimizing the schedule of generation to meet a single power 
demand of 850 MW, while parameters used in the 
implementation are: the agents’ size = 20, and maximum 
number of generations  =300, respectively. From the literature 
review, it was presented in [34] that the global best solution 
found for this case study is $8234.07. 

Table II shows the simulation results of both PSO 
algorithms, the genetic algorithm (GA) [17], and the improved 
evolutionary programming (IEP) [19], respectively. Although 
the total power obtained from various methods satisfy power 
demand constraint, the EPSO and the proposed EPSO-GM 
algorithms can obtain the global solution (best cost), whilst 
the response of the GA and IEP can not. In addition, the 
EPSO-GM algorithm can achieve better result than the 
conventional EPSO method when the average cost is taken 
into consideration. 
 

TABLE II 
 COMPARISON RESULTS AMONG VARIOUS METHODS FOR TEST CASE 1 

Generation schedule (MW) Method Average cost 
($) 

Best cost 
($) 

U1 U2 U3 

Total 
Power 
(MW) 

GA [17] - 8237.60 300.00 400 150 850 
IEP [19] - 8234.09 300.23 400.00 149.77 850 
EPSO  8239.442 8234.07 300.27 400 149.73 850 
EPSO-GM 8235.324 8234.07 300.27 400 149.73 850 

 
Case study 2 : 10-unit 24-hour system  
Instead of scheduling the generation to meet a single power 

demand as shown in the previous case study, the proposed 
EPSO-GM, in this case, is intended to determine the schedule 
of generation to meet a certain period of time power demands 
(i.e. 24 hr) from 1036 MW to 2220 MW. The parameters used 
in this implementation are: the agents’ size = 20, and 
maximum number of generations = 20000, respectively.  
  Table III lists the statistic data that include the average cost, 
the best cost, the maximum cost and the standard deviation of 
the average costs obtained from the evolutionary 
programming (EP) [2], the hybrid method between 
evolutionary programming and sequential quadratic 
programming (EP-SQP) [2], the modified hybrid EP-SQP 
(MHEP-SQP) [35], the hybrid method between PSO and SQP 
(PSO-SQP) [3], the PSO-SQP method with the “crazy”1 
particle (PSO-SQP(C)) [3], the deterministically guided PSO 
(DGPSO) [36], the EPSO [31], as well as the proposed  
EPSO-GM. From the simulation results show that the EPSO-
GM method outperforms in finding the better solutions, while 
considering the population size and the maximum number of 
generations compared with other algorithms. 
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Table IV shows the frequencies of reaching the final 

solution over 30 different runs obtained from the methods 
considered. Regarding the number of reaching the best cost in 
the range of $1,020,000-$1,025,000 the proposed EPSO-GM 
methodology is superior to the other selected algorithms. In 
addition, the EPSO-GM shows the higher performance in 
terms of achieving the higher range of the optimal cost. Again, 
it can be seen that the EPSO-GM reveals its superiority to all 
the other methods in regard to reliability of the solutions. The 
best solution obtained from the EPSO-GM is also shown in 
Table V.  

 

 
1Crazy particle is re-initialization the velocity of the particle randomly 

when a random number (0,1) is less than or equal to the predefined 
probability. 

VII. CONCLUSION 
 In this paper, a hybrid EPSO-GM is proposed for solving 

the DED problem. The proposed EPSO-GM is a method of 
combining an enhanced Particle Swarm Optimization (EPSO) 
with Gaussian mutation (GM) so as to increase the global 
search capability. Concerning the EPSO, it also employs a 
modified heuristic approach for handling various operating 
constraints and increasing the searching performance instead 
of using the standard PSO alone. To validate the capability of 

TABLE  III 
COMPARISON RESULTS AMONG VARIOUS METHODS FOR TEST CASE 2 

 

 
 
 
 
 
 
 
 
 
 

TABLE  IV 
FREQUENCY OF CONVERGENCE AMONG VARIOUS METHODS FOR TEST CASE 2 

 

Ranges of cost ($) 
Method 1020000 

- 
1025000 

1025000 
- 

1030000 

1030000 
- 

1035000 

1035000 
- 

1040000 

1040000 
- 

1045000 

1045000 
- 

1060000 
EP-SQP  [3] 0 0 14 8 6 2 
PSO-SQP [3] 0 0 17 10 2 1 
PSO-SQP(C) [3] 0 19 8 3 -- -- 
EPSO [31] 1 24 5 -- -- -- 
EPSO-GM 12 18 -- -- -- -- 

 
TABLE V 

THE OPTIMAL SOLUTION OBTAINED FROM THE PROPOSED EPSO-GM METHOD FOR TEST CASE 2 
  

Method Average cost 
($) 

Best cost 
($) 

Max. cost 
($) Std. Dev. Pop Iteration 

EP [2] 1,048,638 - - - 80 50000 
EP-SQP [2] 1,035,748 1,031,746 - - 60 30000 
MHEP-SQP [35] 1,031,179 1,028,924 - - 60 30000 
PSO-SQP [3] 1,031,371 1,030,773 1,053,983 - 100 30000 
PSO-SQP(C) [3] 1,028,546 1,027,334 1,033,983 - 100 30000 
DGPSO [36] 1,030,183 1,028,835 - - 60 30000 
EPSO [31] 1,027,890.72 1,023,772.46 1,031,088.35 1773.96 20 20000 
EPSO-GM  1,026,034.14 1,023,691.11 1,029,736.00 1745.58 20 20000 

Generation schedule (MW) Hour Load 
(MW) U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 

Total cost 
($) 

1 1036 150.001 222.578 171.711 60.062 122.867 57.197 129.582 47.000 20.002 55 28511.541 
2 1110 150.006 300.798 216.122 60.008 73.003 58.474 129.587 47.001 20.003 55 30373.729 
3 1258 150.204 316.728 296.121 60.500 74.116 108.466 129.832 47.009 20.025 55 33282.826 
4 1406 150.003 396.727 339.992 60.007 73.015 134.624 129.631 47.001 20.000 55 36429.445 
5 1480 226.678 396.840 297.940 60.150 122.905 123.623 129.865 47.000 20.000 55 37672.973 
6 1628 303.356 460.000 304.715 60.111 123.260 124.912 129.640 47.000 20.006 55 41415.959 
7 1702 380.040 396.842 319.960 60.013 122.882 140.650 129.621 76.993 20.002 55 43115.004 
8 1776 456.476 396.770 291.582 60.016 172.652 146.882 129.612 47.010 20.000 55 44375.058 
9 1924 380.701 459.999 309.051 109.988 222.644 159.999 129.595 77.010 20.013 55 48576.927 

10 2072 456.502 459.954 302.629 159.881 242.999 159.999 129.645 85.384 20.006 55 52039.385 
11 2146 456.566 459.987 297.899 209.767 241.840 159.993 129.581 115.366 20.000 55 54036.432 
12 2220 469.932 460.000 339.623 241.298 224.155 159.907 129.992 119.993 20.101 55 55636.686 
13 2072 456.578 396.893 303.789 241.265 183.500 135.292 129.595 119.999 50.089 55 51834.407 
14 1924 456.485 396.308 284.178 197.093 172.823 122.461 129.557 89.999 20.097 55 48215.013 
15 1776 379.905 316.308 300.576 147.778 172.704 159.984 129.589 64.115 50.041 55 45505.049 
16 1554 303.249 309.532 284.787 98.852 222.619 113.300 99.608 47.007 20.047 55 40209.207 
17 1480 379.862 229.532 263.874 60.000 172.677 122.470 129.585 47.001 20.000 55 38157.079 
18 1628 303.421 309.473 320.366 109.987 172.820 159.967 129.966 47.000 20.000 55 41496.734 
19 1776 379.943 389.456 297.709 123.904 173.192 159.999 129.590 47.001 20.206 55 44635.630 
20 2072 456.564 460.000 317.137 173.900 222.687 160.000 129.588 47.007 50.118 55 51905.558 
21 1924 456.476 395.723 339.996 124.014 222.623 133.456 129.592 47.003 20.118 55 47954.137 
22 1628 379.863 315.723 262.440 74.014 221.928 122.441 129.591 47.000 20.000 55 41555.343 
23 1332 303.580 235.723 185.475 60.036 172.763 122.815 129.608 47.000 20.000 55 34863.138 
24 1184 223.869 309.542 105.484 60.002 122.763 110.748 129.584 47.000 20.008 55 31893.846 

Total              1023691.106 
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the proposed EPSO-GM, it is applied to solve DED problem 
considering many  non linear characteristics  of  the  generator 
i.e. non-smooth cost function characteristic and generator 
ramp rate limit. It can be concluded from the simulation 
results that the EPSO-GM shows its superiority over other 
methods in regard to obtaining higher quality solution. 
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