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However, if we wish to compare different treatmplans at

Abstract—The main goal in this paper is to quantify the gyaf the same time, the only way that this can be dsne évaluate

different techniques for radiation treatment plamback-propagation plans based on a doctor’s experience. The disaglyestare

artificial neural network (ANN) combined with biodieine theory the time taken and sometimes an improper decisiingb

was used to model thirteen dosimetric parametedstarcalculate ade. Fortunately, a neural network offers a faater more
two dosimetric indices. The correlations betweesimetric indices precise way to compare treatment plans.

and quality of life were extracted as the feataned used in the ANN . . .
model to make decisions in the clinic. The simolatresults show This research adopts the concept of dosimetricxirafed

that a trained multilayer back-propagation neurgiuork model can doSimetric  parameters which include four evaluated
help a doctor accept or reject a plan efficiently. addition, the Parameters for treatment target, nine evaluateideéscand two

models are flexible and whenever a new treatmestinique enters dosimetric parameters for normal tissue. In thet s¢ap, we
the market, the feature variables simply need tamported and the choose three kinds of treatment plan to comparie thelity
model re-trained for it to be ready for use. with the specified dosimetric indices and paranseter
mentioned above. The first is a conventional seiedd-
Keywords—neural  network, —dosimetric index, radiationintensity modulated radiotherapy (IMRT) plan. Trexhis an
treatment, tumor 18-field IMRT plan which offers a well-shaped dose
distribution on the edge of targets but takes twhtee times
longer than the first. The latest technique whistsd-called
OWADAYS, the combination of biomedicine andvolumetric modulated arc therapy (VMAT) is the firdan.
information engineering is a major branch of reskan The neural network is well suited to constructintalgtical
the world. Radiation treatment plays an importah in modules because of its self-adaptive and powedatning
curing cancer. Almost all kinds of cancer can keatied by ability. Therefore, the calculated result of a méwmetwork can
medical radiation. High-energy X-rays or gamma raye be a reference as the doctor decides to rejectcoepa a
delivered at the tumor; however radiation also lsarime treatment plan.
normal tissue around the target. Each organ havits
constraints of radiation doses. If the radiatiosadto an organ
exceeds its limit, this will cause permanent injuny even

death. In the opposite case, radiation treatmeinefective if A case of nasopharyngeal cancer will be an exarfgrle
the delivered dose is lower to prevent damage tonab describing the relationship between radiated volofeormal

to the target and reducing it to a reasonable lemehormal indices and parameters. These indices and paramater
organs has been improved in the history of radidtieatment. constructed by the neural network and its OUtpLﬂ\liailable
In our research, we wish to study biomedicine digrend When choosing a suitable conformity index and hoenegus
analyse the patient database by medical engineefihg index. These dosimetric parameters are definedl@s\s.
statistical data collected from a department ofiataoh
oncology are analyzed and compared:; this helpsieags edit Dosimetric parametersThese parameters are obtained by
the program. In addition, we also wish to adopt erad the range of dose distributions on a tumour. Then t¥93
algorithms to simulate the relationship betweemmadrtissues means that at least 97 percent of the volume oftuheour
and cancer. accepts 93 percent of the prescribed dose. V10Mhsntwat
more than 95 percent of the volume of the tumowoigered
II. MATERIAL AND METHOD by the total prescribed dose. The volume of the owm

L : . 0
In today's treatment planning system, there are nhgceiving 110 percent of the prescribed dose & tlean 20%

commonly methods used to describe the distributidin Which is defined as V110. Similarly, less than fiwercent of

o ] . ; volume is radiated by 115 percent of the prescridede
Egc\i;:t;on dose: the isodose curve and dose-volustednam . "o 1 qv/115 [1-2].

|. INTRODUCTION

A. Dosimetric index and parameter
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(a) The 18-field IMRT is the ideal case of disttion of radiation
dose.

(b)The simulated result of a 7-field IMRT plan.

‘
(c) The dose distribution of a VMAT plan.

Fig.1 The practical treatment data is the targkteraf simulation.

Dosimetric indices:The conformity index is defined as th
degree to which the radiated volume of a tumor hesdts
physical volume. If the value is greater than amieich means
the treatment area is larger than the physical dmethe
opposite sense, the value is less than one. Tiwbditon of
radiation dose within a tumor is known as the hoemegpus
index. Fig. 1 shows the distribution of radiatiomsd and the
red area denotes the treatment target. The pesebtdatpth of

0.
Morm.»olume

e

A treatment plan has many treatment indices toifyuaand
it always takes time for a doctor or techniciaret@luate the
quality of a treatment plan according to thesedesli In Table
1, there are 15 parameters to be evaluated fotréament
index in each row.

Today’s planning systems show the treatment indizgs
DVH asin Fig. 2. Each color denotes a specific treatment
index and there are three different shaped linegdch color
which denote three different treatment plans, rethpely. In
nasopharyngeal cases, there could be more thawritéal
organs that need to be considered. One criticarottas 13
dosimetric parameters and two dosimetric indices bt
evaluated. Then we can imagine how complex the lpnob
becomes if three or more plans are taken into denaiion..
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Fig.2 A dose-volume histogram (DVH)

B. Models of Neural Network

The back-propagation algorithm is one of the mashmonly
used algorithms in neural networks because itsy eaextend
and use [3-7].

A neural network is an adaptive network that hasgréul

learning ability and can handle complex nonlineesbfems.
After training the weights, the network’s outpunaaach the
target value rapidly [3, 5, 8-12]. Fig.3 shows flesv-chart of

training a neural network.

the radiation beam is determined by organs and Hey t

thickness along its travelling path in a body. Wleespecific

treatment plan is set up, sometimes we need tepteayitical

organs from receiving a radiation dose. This isalbse some
organs are sensitive to radiation, such as theakpord, brain

stem, lymph nodes, etc. Therefore, we have to allyef
manage the angles from which the radiation is tigkand this
gives the desired isodose curves shown as cololedcirves

in Fig. 1.
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A multilayer network consists of three layers: timput,
Sep up network hidden and output layers. A three-layer neural petwis
parameters shown in Fig. 4 [13]. We can see that the neurardgifferent
¢ layers connect to each other through axons witlferdifit
weights. The weight is sometimes called a memory itn
Set up bias and which the training results can be stored [14]. Thaning
weights result converges to the target value rapidly if theut and
‘ output data are complete [15].

Set up training ' The_outputs of each_ Iayer are the inputs of thet mexa

inputs and target | mei;l;fi;:ror multilayer network which is shown as follows:

values

l

Compensate for
errors

Converge?

End

Input-layer Hidden-layer Output-layer

Fig.3 Flow-chart for training a neural network Fig. 4 Framework of a three-layer neural network

TABLE | DOSIMETRIC PARAMETERS

PTV Organ Index
Pt Ves V100 V110 Viis SC BS Rt. Lt. lens Rteye Lteye oral mandible ClI HI
no parotid parotid
1 99.40 99.17 042 042 4479 52.08 2456 2499 490 11.17 11.68 26.2B.35 150 1.04
2 99.22 98.70 0.12 0.12 43.61 5540 2141 2040 473 1034 931 327545 165 1.04
3 98.34 99.30 4.59 0.07 44.79 54.03 29.01 29.00 527 2642 836 37.7W.42 151 1.06
4 98.13 97.28 3.80 0.17 43.60 53.27 2755 30.24 502 19.21 1051 33.(8.48 1.35 1.06
5 08.98 98.43 12.86 0.47 46.70 55.20 29.01 1839 490 14.26 12.86 34.rB57 1.33 1.12
6 99.80 97.90 9.54 0.47 48.20 56.70 2755 22.63 473 11.83 20.29 35378 134 1.12
7 98.20 99.17 2499 3.70 41.20 50.47 1957 2830 4.76 18.10 13.24 449835 1.33 1.13
8 99.60 98.70 2141 242 4183 5292 1998 2750 4.70 1578 6.47 42145 134 1.15
9 97.60 98.96 11.04 2.65 46.20 54.80 2956 21.36 10.30 23.40 10.22 44349 151 1.04

10 98.20 97.36 10.78 1.78 45.60 55.20 28.56 21.44 1460 20.30 9.69 473850 135 1.04

Pt= patient, PTV=Planned Target volume; Cl=Confdrimdex; Hl= Homogeneous Index; SC=Spinal cord; B&n stem;

and the output of the last layer is
am+l - .I: m+l(VVm+1am + bm+l), m= 0,2,M _1 (l) p y

a=aM (4)
whereM denotes the number of layers.

The output of a hidden layer is represented irfalewing: ~ The back-propagation algorithm is a generalizedmsepiared
algorithm which adopts the mean-squared error (M&E)ts

aX =W, +b¥ (2) performance index. The following is a series oinirey data.

In Eq. (4),b is the bias ang is the input of a neuron. The  {P: th {Pa t {Patsh...{Py to} (5)
weight between any two neurons is denotedWy9]. The

input of the first layer is wherep, andt, denote the input and target value respectively.

When the network is active, it starts to adjusthbtas and
a’=p (3) Weights and tries to minimize the mean-squared erro
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F(x) = He?]=E[(t-a)°] (6)

wherex denotes the error vector. If the network has it
outputs, then Eq. (6) can be rewritten in quadnaictor form:

F(x)= B el =E[(t-a) (t-a)] ©)

Furthermore, we can use the steepest decent migtliiod the
weight and bias of the network.

oF

Wi (k+1) =w' (k) -a o (8)
oF

b™(k +1) = b™(K) - & —— 9

'(+1)Q()aaq'“ )

The coefficienta is the learning rate which is related to the

number of converged steps of the algorithm. Thatim@iship
between iteration and MSE is shown in Fig. 5.

T
Train

Walidation
Test

Wean Souared Error (mse)
=

£ L i L L =
0 z 4 B & 10 12
12 Epochs
Fig. 5 Relationship between iteration and MSE

The neural network is a self-adaptive model aralsib uses
the steepest descent algorithm to optimize thaitrgimodel.
Furthermore, the MSE and delta law can be usedhegé¢o
make it converge faster. The equations are desthibiw.

of=d-a“ (10)
AWK =215 pT WKL =Wk + AWk (11)
Ab, =2LJ%, b**1 =p* + AbX (12)

The symbold is the differential ofb. The vectorb is
obtained when the initial value of every neurorzéso. The
symbolsa andAb denote the outputs. Finally the coefficiehts
andk are the learning rate that affects the iterati@mps and
convergent speed. The variation of the gradientmamum
and iteration are depicted in Fig. 6.

I1l. RESULTS

The trained results can be classified into sixlkevea Fig. 7,
each colour denotes a different qualified levethie treatment
plans. As seen in the result shown in Fig. 7, tloeentraining

sets that were used in the network, the more mrebis outputs
obtained.

The simulated results in Fig. 8 show that the digancy
between outputs and targets is small. In other syotte
adaptive ability of the neural network is excelldntthe past,
treatment plans were qualified by experience. Bu,nwe
have devised a completely new method for doing ttith
fewer misses and greater precision. It is also eniant for

updating the system. If thizeatment indices and dosimetric
parameters are given, the network can again beettai

Gradiert = 2 2185e-014, at epochi 12

gradient.
=1
.

]

1o L L L L L

hlu= 18008, at epoch 12

= *
= ¢
=5 ¢ b
% 5 & 4
% o o ¢ : s :
T B 8 10 12
12 Epochs.

Fig. 6 Variation of the gradient, momentum andaitiem

0

0 10 15 20 25 30
Fig. 7 The vertical axis denotes the level of atirent plan and the
horizontal axis denotes inputs

IV. CONCLUSIONS

In our research, we try to combine the biomedicama
computer engineering together. As the simulatediltssa
well-trained neural network is suitable to evaluatatment
plans. It can help us to classify and qualify thenerous data
in a rapid and reliable way. All we need to dodscbllect the
related data and to train the network.
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