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Abstract—The H.264/AVC standard uses an intra prediction, 9 directional modes for 4x4 luma blocks and 8x8 luma blocks, 4 directional modes for 16x16 macroblock and 8x8 chroma blocks, respectively. It means that, for a macroblock, it has to perform 736 different RDO calculation before a best RDO modes is determined. With this Multiple intra-mode prediction, intra coding of H.264/AVC offers a considerably higher improvement in coding efficiency compared to other compression standards, but computational complexity is increased significantly. This paper presents a fast intra prediction algorithm for H.264/AVC. Intra prediction is used in the transform domain [6,7,8]. For example, in MPEG-1, MPEG-2 and H.261 the intra prediction is DC prediction and in MPEG-4 and H.263, additional AC prediction is used. However, in H.264/AVC, the intra prediction is conducted by using spatially neighboring samples of a given block, which are already transmitted and decoded.

The H.264 video coding standard supports intra prediction for various block sizes. For coding the luma signal, one 16 x 16 macroblock may be predicted as a whole using Intra-16 x 16 modes, or the macroblock can be predicted as individual 4x4 blocks using nine Intra-4x4 modes. In the profiles that support Fidelity Range Extension (FRExt) tools, a macroblock may also be predicted as individual 8x8 blocks using nine intra-8x8 modes [9]. In this paper, we only discuss the typical block type 4 x 4 and intra 16 x 16. Intra prediction for the chroma signal uses similar techniques as those for luma. Intra 16x16 predictions of H.264/AVC uses rate-distortion optimization (RDO) [10] technique to obtain the best result maximizing visual quality and minimizing bitrates. To choose the best macroblock mode, H.264 encoder calculates the RDcost (Rate distortion cost) of every possible mode and chooses the mode having the minimum value. Therefore, the computational complexity is extremely increased compared with previous standard. Intra prediction is used in the other standards. In this paper, we present a fast intra prediction algorithm using a gradient prediction function and a quadratic prediction function to improve the encoding speed without much sacrifice at RDO performance. Based on the characteristics of homogeneous areas, the homogeneous area is predicted by the gradient prediction method.
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The H.264/AVC standard uses an intra prediction, 9 directional modes for 4x4 luma blocks and 8x8 luma blocks, 4 directional modes for 16x16 macroblock and 8x8 chroma blocks, respectively. It means that, for a macroblock, it has to perform 736 different RDO calculation before a best RDO modes is determined. With this Multiple intra-mode prediction, intra coding of H.264/AVC offers a considerably higher improvement in coding efficiency compared to other compression standards, but computational complexity is increased significantly. This paper presents a fast intra prediction algorithm for H.264/AVC. Intra prediction is used in the transform domain [6,7,8]. For example, in MPEG-1, MPEG-2 and H.261 the intra prediction is DC prediction and in MPEG-4 and H.263, additional AC prediction is used. However, in H.264/AVC, the intra prediction is conducted by using spatially neighboring samples of a given block, which are already transmitted and decoded.

The H.264 video coding standard supports intra prediction for various block sizes. For coding the luma signal, one 16 x 16 macroblock may be predicted as a whole using Intra-16 x 16 modes, or the macroblock can be predicted as individual 4x4 blocks using nine Intra-4x4 modes. In the profiles that support Fidelity Range Extension (FRExt) tools, a macroblock may also be predicted as individual 8x8 blocks using nine intra-8x8 modes [9]. In this paper, we only discuss the typical block type 4 x 4 and intra 16 x 16. Intra prediction for the chroma signal uses similar techniques as those for luma. Intra 16x16 predictions of H.264/AVC uses rate-distortion optimization (RDO) [10] technique to obtain the best result maximizing visual quality and minimizing bitrates. To choose the best macroblock mode, H.264 encoder calculates the RDcost (Rate distortion cost) of every possible mode and chooses the mode having the minimum value. Therefore, the computational complexity is extremely increased compared with previous standard. Intra prediction is used in the other standards. In this paper, we present a fast intra prediction algorithm using a gradient prediction function and a quadratic prediction function to improve the encoding speed without much sacrifice at RDO performance. Based on the characteristics of homogeneous areas, the homogeneous area is predicted by the gradient prediction method.
function. Since, the nonhomogeneous area is predicted by the quadratic prediction function.

The rest of this paper is organized as follows: Section 2 describes the intra mode decision in H.264/AVC. In Section 3, we propose a fast intra prediction algorithm in detail. Section 4 gives the Experimental results to show the performance of the proposed algorithm. Finally, the paper is concluded in section 5.

II. PROEDURE FOR PAPER SUBMISSION

The H.264 standard exploits the spatial correlation between adjacent macroblocks/blocks for Intra prediction. In JV T, the current macroblock is predicted by adjacent pixels in the upper and the left macroblocks that are decoded earlier. For the luma macroblock samples, the prediction block may be formed for each 4 x 4 subblock or for a 16 x 16 macroblock. One case is selected from a total of 9 prediction modes for each 4 x 4 block, 4 modes for a 16 x 16 block and 4 modes for each chroma block. To take the full advantage of these modes, the H.264 encoder can select the best mode using the rate distortion optimization (RDO).

A. 4 x 4 luma intra prediction modes

In 4x4 Intra prediction modes, the values of each 4x4 block of luma samples are predicted from the neighboring pixels above or left of a 4 x 4 block, and nine different directional ways of performing the prediction can be selected by the encoder as illustrated in Fig. 1 and Table I (and including a DC prediction type numbered as mode 2, which is not shown in the figure).

### TABLE I

<table>
<thead>
<tr>
<th>Num</th>
<th>Intra 4x4 Pred Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>vertical</td>
</tr>
<tr>
<td>1</td>
<td>horizontal</td>
</tr>
<tr>
<td>2</td>
<td>DC</td>
</tr>
<tr>
<td>3</td>
<td>Diagonal-down-left</td>
</tr>
<tr>
<td>4</td>
<td>Diagonal-down-right</td>
</tr>
<tr>
<td>5</td>
<td>Vertical-Right</td>
</tr>
<tr>
<td>6</td>
<td>Horizontal-down</td>
</tr>
<tr>
<td>7</td>
<td>Vertical-left</td>
</tr>
<tr>
<td>8</td>
<td>Horizontal-up</td>
</tr>
</tbody>
</table>

Each prediction direction corresponds to a particular set of spatially-dependent linear combinations of previously decoded samples for use as the prediction of each input sample. For the purpose of illustration, Fig.1(a) shows a 4 x 4 block of pixels a, b, c, ...,p, belonging to a macroblock to be coded. Pixels A, B, C, ...,H, and I, J, K, L, M are already decoded neighboring pixels used in computation of prediction of pixels of current 4x4 block. Fig.1(b) depicts the eight directional modes. The vertical mode extrapolates a 4x4 block vertically with 4 neighbouring pixels, A, B, C, D, whereas the horizontal member utilizes the horizontal adjacent pixels, I, J, K, L to perform the prediction. With the exception of DC, the other modes operate in a similar manner, according to their corresponding orientations. The direction less member, DC, extrapolates all pixels as (A+B+C+D+I+J+K+L)/8[1,2,3].

B. 16 x 16 luma and 8 x 8 chroma intra prediction modes

The 16 x 16 luma intra prediction modes are selected in relatively homogeneous area, four prediction modes are supported as listed in Table II comprising of the dc, vertical, horizontal and plane prediction. These modes are specified similar to modes in Intra-4x4 prediction except the plane prediction. In vertical prediction, each of the 16 columns (of 16 pixels each) of current macroblock are predicted using only 1 past decoded pixel each, similar to the case of prediction of 4 pixels of column by a single decoded pixel in the case of 4 x 4 intra prediction. The horizontal prediction predicts an entire row of 16 pixels by a past decoded neighboring pixel. The process is repeated for each of the 16 rows. The dc prediction uses an average of past decoded row and column of pixels to predict all pixels of the 16 x 16 block. The planar prediction uses weighted combination of horizontal and vertical adjacent pixels [4,5]. The neighboring pixels used for prediction of 16 x 16 luminance component of current macroblock belong to neighboring decoded macroblock. For the chrominance (chroma) components, there are 4 prediction modes that are applied to the two 8 x 8 chroma blocks (U and V), which are very similar to the 16x16 luma prediction modes such as DC (Mode 0), horizontal (Mode 1), vertical (Mode 2), and plane (Mode 3). To take the full advantage of these modes, the H.264 encoders select the best mode using the rate distortion optimization (RDO) technique [10].

### TABLE II

<table>
<thead>
<tr>
<th>Num</th>
<th>Intra 16x16 Pred Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Vertical</td>
</tr>
<tr>
<td>1</td>
<td>Horizontal</td>
</tr>
<tr>
<td>2</td>
<td>DC</td>
</tr>
<tr>
<td>3</td>
<td>Plane</td>
</tr>
</tbody>
</table>

C. Best mode selection using rate-distortion optimization (RDO)

The RDO mode decision method finds the optimal mode in the RD sense. To be more precise, it exhaustively searches the best mode by measuring the RD cost based on the actual rate and distortion after entropy coding and reconstruction, respectively. The RDO procedure to encode one macroblock...
with intra mode is described below [13]:

**Step 1:** Select the best intra-mode for a 4x4 luma block among 9 modes by minimizing the following equation (1)

\[
J(s, c, \text{mode} / Qp, \lambda_{\text{mode}}) = \text{SSD}(s, c, \text{mode/Qp}) + \lambda_{\text{mode}} \times R(s, c, \text{mode/Qp})
\]

(1)

where \(Qp\) is the macroblock quantized, \(\lambda_{\text{mode}}\) is the Lagrangian multiplier for mode decision, \(\text{mode}\) indicates one of the 9 prediction modes of a 4x4 luma block. SSD is the sum of the squared differences between the original 4x4 block luminance signal denoted by \(s\) and its reconstructed signal denoted by \(c\), and \(R(s, c, \text{MODE}/Qp)\) represents the rate, i.e., the number of bits associated with choosing \(\text{mode}\). It includes the bits for the intra prediction mode and the transformed coefficients for the 4x4 luminance block. Repeat this procedure for sixteen 4x4 luma blocks of a macroblock.

**Step 2:** As contrary to the RDO technique for intra 4x4 luma block mode decision, determine the best intra-mode for a 16x16 macroblock among 4 modes by choosing the mode that results in the minimum SATD (Sum of Absolute Transformed Difference).

**Step 3:** Determine the best intra-mode for a 8x8 chroma block among 4 modes by minimizing the following,

\[
J_{\alpha}(s, c, \text{mode/Qp}, \lambda_{\text{mode}}) = \text{SSD}(s, c, \text{mode/Qp}) + \lambda_{\text{mode}} \times R(s, c, \text{mode/Qp})
\]

(2)

Where \(s\) represents the original U or V chrominance values of an 8x8 chroma block, \(R(s, c, \text{MODE/QP})\), in this case includes only the bits for the transformed coefficients.

**Step 4:** Compare the RD cost for the two best modes, i.e., the 4x4 mode obtained from Step 1 and the 16x16 mode from Step 2, and choose the best one as the macroblock prediction mode.

H.264/AVC encodes the MB by iterating the entire luma intra prediction mode for each possible chroma intra prediction mode for the best coding efficiency. Therefore, the number of mode combinations for luma and chroma components in an MB is N8-chr*(N4*16 + N16), where N8-chr, N4, and N16 represent the number of modes for 8x8 chroma blocks, 4x4 and 16x16 luma blocks, respectively. It means that, for an MB, it has to perform \(4^2*9*16 + 4 = 592\) different RDO calculations before a best RDO mode is determined [11, 12]. As a result, the complexity of the encoder is extremely high. To reduce the encoding complexity with little RD performance degradation, a fast intra prediction algorithm is proposed in the next section.

III. BACKGROUND AND THE PROPOSED METHOD

One of the reasons for adopting multiple different block sizes in H.264/AVC intra coding is to represent homogeneous information when the fixed block size is used. So the multiple direction intra modes are used for each size block to reduce the prediction error. H.264/AVC standard checks all possible intra prediction modes of every block which belongs to P-frame as well as I-frame in order to achieve optimal coding efficiency. The Rate Distortion optimization (RDO) process of intra modes is quite complex. To reduce this complexity, several researches have been proposed on fast intra prediction algorithm, by reducing the number of candidate for the best intra prediction mode and saving the directional prediction mode used in this standard. In this paper, we propose a fast intra prediction algorithm to improve the encoding speed without much sacrifice at the RD performance. This algorithm is described as comprising two prediction methods: the first is the quadratic prediction method it used to predict the homogeneous area, the second method is the quadratic prediction method it used to predict the nonhomogeneous area.

### A. The quadratic prediction method

For the not homogenous block, the difference between pixels have large. Therefore, a good prediction could be achieved if we predict the pixels using those neighboring pixels that are in the same direction of the edge. H.264/AVC tested a number of prediction direction to selected one of direction by computing the RDO of each prediction direction, but this method not valuable of real-time application. So, our proposed based the idea that the block is represented a as same surface, when the pixel of neighboring block are the elements of this surface a values know, since, the pixels of the block to coded are the elements of the surface a values unknown. In this case, a quadratic prediction function is used to determine the intra prediction error of a variable size block in H.264.

![Fig. 2 Nine pixel of quadratic prediction](image)

In H.264, the best intra prediction mode of a variable size block is determined by minimizing the RDO, which contains both the SAD and bit-rate values. Based a characteristic of nonhomogeneous area, we see that it reasonable to consider the block as same a surface. From this observation, a quadratic prediction function is used to the predictions of the pixels, which is given by (3)
\[ F(x, y) = Ax^2 + Bx + Cy^2 + Dy + E \]  

(3)

where \(x\) and \(y\) are the offsets to the up-left pixel to the current block, while \(A, B, C, D\) and \(E\) are parameters to be determined. As shown in Fig. 2, the intra prediction area contains 9 pixels, where \(Y_{11}, Y_{12}, Y_{21}\) and \(Y_{22}\) are the pixels to predicted at locals coordinates \((1,1), (1,2), (1,1)\) and \((2,2)\) respectively. Since, \(Y_{x0}\) and \(Y_{y0}\) represent the pixels of top line and left column to the current block respectively, and the five corresponding matching errors, denoted as \(F(0,0), F(0,1), F(1,0),\) and \(F(2,0)\), are computed in the intra prediction procedure. So the prediction of these pixels are completely determined with quadratic prediction function, which can be employed to determine the five parameters \(A, B, C, D\) and \(E\) in eq (3), then based on eq (3), we have:

\[
\begin{align*}
F(0,0) &= E \\
F(0,1) &= C + D + E \\
F(0,2) &= 4C + 2D + E \\
F(1,0) &= A + B + E \\
F(2,0) &= 4A + 2B + E
\end{align*}
\]

If for simplicity, let

\[
\begin{align*}
I &= F(0,2) - 2F(0,1) \\
J &= F(0,2) - 4F(0,1) \\
K &= F(2,0) - 2F(1,0) \\
L &= F(2,0) - 4F(1,0)
\end{align*}
\]

The solution of this equation is presented as fellow:

\[
\begin{align*}
A &= (F(2,0) - 2F(1,0) + F(0,0)) / 2 \\
B &= (4F(1,0) - F(2,0) - 3F(0,0)) / 2 \\
C &= (F(0,2) - 2F(0,1) + F(0,0)) / 2 \\
D &= (4F(0,1) - F(0,2) - 3F(0,0)) / 2 \\
E &= F(0,0)
\end{align*}
\]

With \(A, B, C, D\) and \(E\) computed, the current block can be predicted by (3). Those parameters are varied with a characteristic of area. So, the quadratic prediction function is valid for more case of information distributes:

1) In case of horizontal homogeneity, all pixels of each line are the same value, since we have:

\[
\begin{align*}
Y_{00} = Y_{10} = Y_{20} \Rightarrow F(0, 0) = F(1, 0) = F(2, 0) \\
\text{and} \\
F(0, 0) = F(1, 0) = F(2, 0) \Rightarrow A = B = 0.
\end{align*}
\]

Then each pixels of this area is predicted by (4)

\[ F(x, y) = Cy^2 + Dy + E \]  

(4)

From this equation, we observe that the prediction function is depend only with \(y\), since all pixels of the same lines are predicted by the same value, because, these pixels are the same \(y\) value.

2) In case of vertical homogeneity, all pixels of each rows are the same value, since we have:

\[
\begin{align*}
F(0, 0) &= Y_{00} = Y_{10} = Y_{20} \Rightarrow F(0, 1) = F(0, 2) = F(1, 0) = F(2, 0) \\
\text{and} \\
F(0, 0) &= F(0, 1) = F(0, 2) \Rightarrow C = D = 0.
\end{align*}
\]

Then each pixels of this area is predicted by (5)

\[ F(x, y) = Ax^2 + Bx + E \]  

(5)

From this equation, we observe that the prediction function is depend only with \(x\), since all pixels of the same rows are predicted by the same value, because, these pixels are the same \(x\) value.

3) In case of homogeneous area, all pixels of this area are the same value, since we have:

\[
\begin{align*}
Y_{00} = Y_{10} = Y_{20} = Y_{11} = Y_{21} = Y_{01} = Y_{22} = Y_{02} \Rightarrow F(0, 0) = F(0, 1) = F(0, 2) \\
\text{and} \\
F(0, 0) = F(0, 1) = F(0, 2) = F(1, 0) = F(2, 0) \Rightarrow A = B = C = D = 0.
\end{align*}
\]

Then each pixels of this area is predicted by (6)

\[ F(x, y) = E \]  

(6)

From this equation, we observe that the prediction function is not depending with pixels location, since all pixels of this area are predicted by the same value \(E\).

4) In case of diagonal left direction pixels, all pixel of each diagonal direction are the same value, since we have:

\[
\begin{align*}
F(1, 0) &= F(0, 1) \Rightarrow A = C \\
\text{and} \\
F(2, 0) &= F(0, 2) \Rightarrow B = D
\end{align*}
\]

Then each pixels of this area is predicted by (7)

\[ F(x, y) = A(x^2 + y^2) + B(x + y) + E \]  

(7)

From this equation, we observe that the prediction function is depending with the offset to the up-left pixel to the current block and the three parameters \(A, B\) and \(C\). The quadratic prediction function has five parameters, we
observe that those parameters can be obtaining the positive, negative or null value, since this variety of the parameters is depend a characteristic of the area. So to ameliorate this prediction, we use the gradient prediction as described below.

**B. The gradient prediction method**

In case of homogeneous block, the textures in the region have similar spatial property. The pixels along the direction of local edge normally have similar values. Since, the current block has strong correlations with neighboring blocks. Thus it can be supposed that the pixels of the current block and their neighboring pixels are on a same gradient plane. With the use of the characteristic of smoothness block, we propose a special gradient prediction technique to further improve the coding efficiency with low complexity. Thus the predictions of these pixels \( P_{x,y} \) can be depicted by (8)

\[
P_{x,y} = Y_{x,0} + \delta_{x,y}
\]

(8)

where \( \delta_{x,y} \) is the variation by pixel \( Y_{0,0} \) and \( Y_{0,y} \) as defined by (9)

\[
\delta_{x,y} = Y_{0,y} + Y_{0,0}
\]

(9)

It should be mentioned that this method is valid for some mode direction employed by h.264/AVC. We can simplicity by example of horizontal and vertical mode prediction. As shown in fig.3, the area can be divided in two ways. The dashed lines represent the 8x8 boundaries and the rectangular points indicate the reference pixels in the upper block and the left block. The circular points show the actual pixels in the current block. The 8x8 block area is divided into four areas by the thick line. When it is divided horizontally as shown in Fig.3(a), each area is predicted from the left block. When it is divided in vertically as shown in fig.3(b), each area is predicted from the upper block. So, our gradient prediction technique is valid in these two mode prediction, horizontal and vertical prediction mode:

1) In case of horizontal homogeneity, all pixels of each lines are the same value, since we have:

\[
\delta_{x,y} = Y_{x,0} - Y_{0,0} = 0
\]

(10)

From the horizontal homogeneous area, with our gradient prediction, we show that all pixels from the same line are predicted by the first pixel of this line. So the gradient prediction method and the mode horizontal used by h.264/AVC are the similar prediction.

2) In case of vertical homogeneity, all pixels of each rows are the same value, since the neighboring pixel of the left block as a same values, then we have:

\[
\delta_{x,y} = Y_{0,y} - Y_{0,0} = 0
\]

(14)

or

\[
P_{x,y} = Y_{x,0} + \delta_{x,y}
\]

(15)

\[
= Y_{x,0} + Y_{0,y} - Y_{0,0}
\]

(16)

then

\[
P_{x,y} = Y_{x,0}
\]

(17)

From the vertical homogeneous area, with our gradient prediction, we show that all pixels from the same rows are predicted by the first pixel of these rows. So the gradient prediction method and the mode vertical used by h.264/AVC are the similar prediction.

3) In case of homogeneous area, all pixels of the area are the same value, since we have:

\[
Y_{0,y} = Y_{y,0} = Y_{0,0}
\]

(18)

or

\[
P_{x,y} = Y_{x,0} + \delta_{x,y}
\]

(19)

\[
= Y_{x,0} + Y_{0,y} - Y_{0,0}
\]

(20)

then

\[
P_{x,y} = Y_{0,0}
\]

(21)

The gradient function prediction is used to predict the homogeneous area, since this method is valid for two mode prediction used by H.264, the Horizontal and the vertical mode. So h.264 calculates the RDO for each mode contracted.
C. Proposed luma and chroma spatial prediction

The Intra coding block size is highly dependent on the smoothness of the block. The smaller block is well suited for an MB with detailed information, while the bigger block is well-suited for a smooth one. Fig.4 shows two example frames from the QCIF sequence News and the CIF sequence Paris, respectively [15]. The different size of white boxes overlay on the images represent the different intra coding block size that are determined by RDO in h.264/AVC. We can see the correlation between the smoothness and the intra coded block size. From this observation, we detailed the both method which is depend with a characteristic of area.

1) Intra prediction for 4x4 luma blocks.

The block 4x4 has a smaller size and then it is beneficial for detailed areas. Since, this block can contain homogeneous information as well nonhomogeneous information. The Mode 2 (DC) of 4 x 4 blocks does not have direction and they use the mean value of adjacent block, since this mode has a higher probability to be the best prediction mode of the nine modes [14]. For 4x4 intra block, we applied the gradient prediction method, the quadratic prediction function and the mode DC. So, in case of 4x4 intra prediction with quadratic function, the block 4x4 is divided into four areas and each area is applied individually. The different areas and those parameters of quadratic prediction function are supported as shown in fig.5, where the black and white dot represent the pixels of the current and neighboring block respectively. The prediction values for pixels are calculated by quadratic prediction function. Actually, they are different on parameters of prediction quadratic function.

2) Intra prediction for 16x16 luma macroblocks.

The macroblock 16x16 is a comparatively larger area, since the pixel correlations in such area are not as high as those in 4x4 blocks. Therefore, no much gain can be achieved even if the information from up-left 16x16 blocks is also used in Intra-16x 16 quadratic predictions. In h.264/AVC, 16x16 luma intra prediction modes are more suitable for coding very smooth areas of a picture by prediction for the whole luma component of a MB, there are 4 directional modes, different from the case of 4x4 luma blocks, such as horizontal, vertical, DC and plane mode. So for fast 16x16 intra prediction, we have implemented the 16x16 intra prediction algorithm used the gradient prediction method and the modes plan used by H.264/AVC.

3) Intra prediction for 8 x 8 Chroma block.

The chroma intra prediction mode of H.264 consists of four modes: DC, horizontal, vertical, and plane mode. These modes are the same as for the luma component in Intra-16x16 macroblocks. So, the statistical characteristics of luma and chroma components are very different. The variance of the chroma pixel values is much smaller than that of the luma ones. The luma pixel values gradually change according to the angle between the direction of the source light and the surface of the object. On the other hand, the chroma pixel values in a certain area change very little [16]. With the uses of the characteristic of chroma and the subject to reduce the complexity with better quality, we use only the DC mode for chroma intra prediction.

D. Analysis of Computational Complexity

Table III summarizes the number of candidates selected for RDO computation by the proposed method. As can be seen from Table III, the encoder with the fast intra prediction
algorithm would need to perform only $1 \times (3 \times 16 + 2) = 50$. Thus our proposed algorithm reduces number of RDO calculation significantly compared to the $1 \times (4 \times 16 + 4) = 68$, $2 \times (4 \times 16 + 2) = 132$ and $4 \times (9 \times 16 + 4) = 592$ modes that are used in the current RDO calculation in H.264/AVC video coding with (J. S. Park and H. J. Song 2006), (F. Pan, X. Lin,..2005) and full search method of H.264 respectively.

IV. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed method, our proposed method was implemented into H.264/AVC reference software JM10.1 [17] and tested with various Quantization Parameters QP. The system platform is the Intel Pentium 4 Processor of speed 1.8GHz, 512MB DDR RAM, and Microsoft Windows XP. The test conditions are as follows: (1) MV search range is 16 pixels for QCIF, CIF, (2) RD optimization is enabled, (3) Reference frame number equals to 5, (4) CABAC is enabled, (5) GOP structure is IPPPP or I-frame only, (6) the number of frames in a sequence is 100. Comparisons with the case of exhaustive search were performed with respect to the change of average PSNR (ΔPSNR), the change of average data bits (ΔBit), and the change of average encoding time (ΔTime), respectively.

Tables II and III show the tabulated performance comparison of our proposed method with JM10.1 for various sequences with I-only type. The quantization parameter set was chosen to be [10,14,18,..42,46]. We also show the simulation results for IPPPP type sequences in Table IV. Note that in the tables, positive values mean increments and negative values mean decrements. It can be seen that the proposed algorithm achieves very high encoding time saving (up to about 76%) with a little loss of PSNR and increment of bitrates.

Tables VI and VII show the tabulated performance comparison of our proposed with the full search method for the image sequences described below with I-frame-only and IPPPP type sequences, respectively. The quantization parameter set was chosen to be [10,14,18,..42,46]. Experimental results of the proposed method show a significant reduction of computation in between 70.00%, and 77.78%, a slight increase in bit rate in between 0.75% and 6.63%, and similar PSNR in comparison with full search method.

\[
\text{ΔTime} = \frac{T_{\text{f1}} - T_{\text{f2}}}{T_{\text{f1}}} \times 100\% \quad (22)
\]

\[
\text{PSNR} = 10 \log_{10} \left( \frac{255^2}{\text{MSE}} \right) \quad (23)
\]

where MSE is the mean square error.

The differences between PSNR and bit rate are calculated according to the numerical averages between the RD-curves derived from the JM 10.1 original encoder and the proposed fast algorithm, respectively. The detailed procedures for calculating these differences can be found in a JVT document by Bjontegaard [18], which is recommended by the JVT Test Model Ad Hoc Group [19].
Fig. 6, 7, 8 shows the RD performance and the computation time for the IPPP sequences "SILEN". It can be seen from these figures that the two RD curves, one from the original full search and the other from the proposed algorithm, are almost overlapping each other. It means that the performance of the proposed algorithm is almost similar to that of the original full-search. From Fig. 8 we can observe that the encoding time with fast intra prediction is distinctly less than that of without full search under the same test conditions.

<table>
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<tr>
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</tr>
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<td>30</td>
</tr>
<tr>
<td>34</td>
</tr>
<tr>
<td>38</td>
</tr>
<tr>
<td>42</td>
</tr>
<tr>
<td>46</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Δ Y-PSNR (dB)</th>
<th>Δ UV-PSNR (dB)</th>
<th>Δ Bit-rate (%)</th>
<th>Δ Time (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.66</td>
<td>0.135</td>
<td>+2.36</td>
<td>-77.87</td>
</tr>
<tr>
<td>0.40</td>
<td>0.145</td>
<td>+1.40</td>
<td>-77.20</td>
</tr>
<tr>
<td>0.12</td>
<td>0.000</td>
<td>+3.31</td>
<td>-70.00</td>
</tr>
<tr>
<td>0.20</td>
<td>0.150</td>
<td>+1.95</td>
<td>-76.59</td>
</tr>
<tr>
<td>0.22</td>
<td>0.08</td>
<td>+1.765</td>
<td>-75.63</td>
</tr>
<tr>
<td>0.13</td>
<td>0.055</td>
<td>+2.45</td>
<td>-74.94</td>
</tr>
<tr>
<td>0.07</td>
<td>0.085</td>
<td>+0.20</td>
<td>-74.36</td>
</tr>
<tr>
<td>0.12</td>
<td>0.060</td>
<td>+1.35</td>
<td>-74.18</td>
</tr>
<tr>
<td>0.07</td>
<td>-0.080</td>
<td>-0.75</td>
<td>-73.88</td>
</tr>
<tr>
<td>-0.02</td>
<td>-0.110</td>
<td>+5.85</td>
<td>-75.10</td>
</tr>
</tbody>
</table>

Fig. 9, 10, 11 shows the RD performance and the computation time for the I-only sequences "SILEN". It can be seen from these figures that the two RD curves, one from the original full search and the other from the proposed algorithm, are almost overlapping each other. It means that the performance of the proposed algorithm is almost similar to that of the original full-search. From Fig. 11 we can observe that the encoding time with fast intra prediction is distinctly less than that of without full search under the same test conditions.

**TABLE VII**

RESULTS ON QCIF TEST IPPP SEQUENCE "SILEN"

<table>
<thead>
<tr>
<th>QP</th>
<th>Δ Y-PSNR (dB)</th>
<th>Δ UV-PSNR (dB)</th>
<th>Δ Bit-rate (%)</th>
<th>Δ Time (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>-0.66</td>
<td>0.135</td>
<td>+2.36</td>
<td>-77.87</td>
</tr>
<tr>
<td>14</td>
<td>0.40</td>
<td>0.145</td>
<td>+1.40</td>
<td>-77.20</td>
</tr>
<tr>
<td>18</td>
<td>0.12</td>
<td>0.000</td>
<td>+3.31</td>
<td>-70.00</td>
</tr>
<tr>
<td>22</td>
<td>0.20</td>
<td>0.150</td>
<td>+1.95</td>
<td>-76.59</td>
</tr>
<tr>
<td>26</td>
<td>0.22</td>
<td>0.08</td>
<td>+1.765</td>
<td>-75.63</td>
</tr>
<tr>
<td>30</td>
<td>0.13</td>
<td>0.055</td>
<td>+2.45</td>
<td>-74.94</td>
</tr>
<tr>
<td>34</td>
<td>0.07</td>
<td>0.085</td>
<td>+0.20</td>
<td>-74.36</td>
</tr>
<tr>
<td>38</td>
<td>0.12</td>
<td>0.060</td>
<td>+1.35</td>
<td>-74.18</td>
</tr>
<tr>
<td>42</td>
<td>0.07</td>
<td>-0.080</td>
<td>-0.75</td>
<td>-73.88</td>
</tr>
<tr>
<td>46</td>
<td>-0.02</td>
<td>-0.110</td>
<td>+5.85</td>
<td>-75.10</td>
</tr>
</tbody>
</table>
In this paper, a fast intra prediction algorithm for H.264 video coding is proposed based on the gradient prediction method and the quadratic prediction function. With our method, the number of mode combinations for luma and chroma blocks in an MB that takes part in RDO calculation has been reduced significantly from 592 to as low as 50. From the experimental results, we can see that the proposed method can achieve a considerable reduction of computation complexity while maintaining similar bit rate and PSNR.

V. CONCLUSION

In this paper, a fast intra prediction algorithm for H.264 video coding is proposed based on the gradient prediction method and the quadratic prediction function. With our method, the number of mode combinations for luma and chroma blocks in an MB that takes part in RDO calculation has been reduced significantly from 592 to as low as 50. From the experimental results, we can see that the proposed method can achieve a considerable reduction of computation complexity while maintaining similar bit rate and PSNR.
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