On the Application of Meta-Design Techniques in Hardware Design Domain

R. Damaševičius

Abstract—System-level design based on high-level abstractions is becoming increasingly important in hardware and embedded system design. This paper analyzes meta-design techniques oriented at developing meta-models for well-understood domains. Meta-design techniques include meta-programming and meta-modeling. At the programming level of design process, meta-design means developing generic components that are usable in a wider context of application than original domain components. At the modeling level, meta-design means developing design patterns that describe general solutions to the common recurring design problems, and meta-models that describe the relationship between different types of design models and abstractions. The paper describes and evaluates the implementation of meta-design in hardware design domain using object-oriented and meta-programming techniques. The presented ideas are illustrated with a case study.
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I. INTRODUCTION

Hardware (HW) and software (SW) components are essential parts of any embedded system. The complexity of such systems is growing continuously. For example, complexity of System-on-Chip (SoC) in terms of logic transistors that can be integrated on a chip is increasing at the rate of 58% per year (Moore's law). However, the design productivity is increasing at the rate of 21% per year only. This fact is known in the Electronic Design Automation (EDA) community as design productivity gap [62].

Due to the ever-increasing complexity of such systems, their development must inevitably rely on the usage of higher-level models and abstractions. Most of current research efforts in the domain are aimed at bridging design productivity gap as well as raising the level of abstraction, increasing IP (Intellectual Property) reuse and unifying HW and embedded SW design methodologies [67]. The researchers have to analyze and evaluate the existing HW modeling and design techniques as well as to develop or adopt the new ones that can provide higher productivity and shorten time-to-market. In general, reuse-oriented system engineering can be categorized into as Domain Engineering or Application Engineering [36].

Domain Engineering is a design-for-reuse methodology for creating families of domain assets. It aims at creating new solutions or/inventing new design technologies, such as product lines [21]. Domain Engineering usually requires careful technical and economic analysis and goes through all system development phases.

Application Engineering is a design-with-reuse methodology of producing specific systems by using the pre-designed assets used to solve recurring design problems in the domain. The original design effort is applied only once. The successful implementation of this approach leads to systematic design reuse for a specific set of domain products and systems.

The main difference between these two categories of system engineering is in the level of abstraction and generalization. Design-for-reuse requires the development of generic domain models and components that can be applicable in many contexts, whereas design-with-reuse deals with specialization of the already developed generic components to the given context of application. This separation of concerns in design allows raising the abstraction level in the domain to a meta-level and increasing design productivity.

Here we consider meta-design – design of systems at a meta-level of abstraction. The aim of this paper is (1) to analyze the basic concepts of meta-design, including high-level abstractions and models, (2) to describe the main techniques of meta-design used for meta-modeling and meta-programming, and (3) to demonstrate how meta-design can be applied for designing HW systems using object-oriented and meta-programming techniques.

Our previous research has been focused on generic component models and meta-programming for describing variability and generalization in a domain [17, 18, 19, 64, 65]. The novelty of this paper is (1) a unified view at meta-modeling and meta-programming as separate stages of the same process, the meta-design, and (2) formulation of the main principles of meta-design in the context of HW design.

The remainder of this paper is structured as follows. Section 2 analyses the basic concepts of meta-design, its stages, main techniques and levels of abstraction. Section 3 presents a case study for the application of meta-modeling and meta-programming in HW design domain. Section 4 presents discussion on meta-design. Finally, Section 5 presents the conclusions.
II. BASIC CONCEPTS OF META-DESIGN

Meta-design [29, 30] is an emerging system engineering methodology that extends the traditional system design beyond the development of a specific system to include design for change, modification and reuse. A particular emphasis is given to (1) increasing participation of users in system design process, and (2) evolutionary development of systems during their use time when dealing with future uses and problems unanticipated at domain analysis and system design stages. Such systems must be flexible and evolve, because they cannot be completely designed prior to their use [30].

Meta-design focuses on designing “design processes” [19] or “product lines” [70] rather than designing the specific content or system. It focuses on general (generic) structures and processes, rather than on fixed objects and contents. To support evolvability and adaptability of designed systems to changing user requirements and the context of usage, meta-design focuses on the development of unified system design frameworks and meta-environments [37], development of generic component models [64], definition of languages and language meta-models [65], abstract definition of architectural and behavioral models (“well-proven” models, patterns) commonly used in the domain [18], development of mechanisms that permit users to implement complex design transformations and customizations [17], and application of automatic domain analysis and design space exploration tools.

As traditional system development consists of three main stages: analysis (identification of user/product/market requirements), modeling (development and simulation of a system model), and programming (implementation of a final SW product), the process of meta-design can be separated into three stages: (1) meta-analysis, (2) meta-modeling, and (3) meta-programming. We explain these below in detail.

A. Meta-analysis

Meta-analysis [20] is analysis and knowledge mining of the multidimensional design space using mathematical and statistical methods (such as multidimensional scaling, hierarchical clustering, etc.), automatic design space exploration [74, 75, 76] and optimal solution search methods such as optimization using genetic algorithms [77] or Simulated Annealing [78], extraction and evaluation of multiple design alternatives, automatic feature extraction and analysis, search, retrieval and evaluation of Intellectual Property (IP) components, design context analysis using automatic analysis tools (such as parsers), analysis and prediction of possible changes for anticipation.

As complexity of design systems is ever-growing, meta-analysis of multi-dimensional design space can not be achieved using a single domain analysis method, but rather by using a combination thereof. Below, we present a brief survey of methods that can be used in meta-analysis stage.

Multi-Dimensional Separation of Concerns [54] understands design concerns in terms of a n-dimensional design space, called a hyperspace. Each dimension is associated with a set of similar concerns, such as a set of component instances; different values along a dimension are different instances. A hyperslice is a set of instances that pertain to a specific concern. A hypermodule is a set of hyperslices and integration relationships that dictate how the units of hyperslices are integrated. The method is especially useful in domains where a great variety of requirements exist at different layers of abstraction such as in embedded system design.

Multidimensional Scaling (MDS) [27] is a set of mathematical techniques that allow uncovering hidden structure in complex data. MDS can be used to identify similar objects in multi-dimensional design space such as design space of a component family. Suppose, we have a set of domain objects characterized by a number of features and that a measure of similarity between objects is known. MDS maps each object of a high-dimensional space to a lower dimensional (usually 2D or 3D) space in which each object is represented by a point, and the distances between points resemble the original similarity information. This geometrical configuration of points reflects the hidden structure of the domain data and may help to make it easier to understand.

Parsing [66] is a domain-specific analysis method for automatic analysis of the abstract representation of the domain - source code. It allows better understanding of the domain and extracting the application-specific information for IP customization. If used with other methods such as substring amplification [79], it can help uncover hidden patterns or templates in source code of designed systems.

The challenges for the meta-analysis are as follows: (1) Analysis of multidimensional domain data to uncover its particular structure (patterns, repeating commonalties, templates) or peculiarities (anomalies, optimal solutions). (2) Representation and interpretation of meta-data.

B. Meta-modeling

The basic motivation for meta-modeling [4, 6, 26, 32, 41, 42, and 46] is to improve productivity in SW and HW development. It allows to achieve this by raising the level of abstraction at which the primary SW artifacts are described and developed. The result of meta-modeling is a meta-model – a higher-level model that describes conceptual relationships between lower-level models and elements thereof, design methods, abstractions and tools.

Meta-modeling includes the following activities: (1) definition of concepts for creating and using domain models, (2) description of domain-specific modeling languages and their notation, (3) description of relationship between real world elements and system models, (4) description of reuse, customization and transformation mechanisms applied to models and their underlying meta-models, (5) definition of design processes how to apply the meta-models and the corresponding mechanisms, (6) definition of concepts and standards to facilitate the interchange of meta-models and models between different design teams and tools, (7) definitions of concepts to facilitate user-defined mappings from models to other SW artifacts (including domain code).
The first order task for a meta-designer is to recognize the well-understood domains, to extract the well-proven models from them and to apply the models and abstractions in the design of a system. Well-understood models are frequently used high-level design abstractions, e.g., Finite State Machines (FSMs) for describing behavior of complex systems in the domain. Other examples are Triple-Redundancy Model (TRM) in fault tolerant design [25] and communication protocols in interface synthesis [56, 58].

Meta-modeling or model-driven [5, 11, 24, 52, 53] design is deeply rooted in the domain of HW and embedded system design. The designers use a variety of models, for instance, models of computation (MoC) are formal and abstract definitions of a component [44]. MoC allow analyzing the intrinsic properties of a component such as execution time or memory space of an algorithm while ignoring many implementation issues. The design is iterative - a design is transformed from an informal description into a detailed specification usable for manufacturing. Examples of MoC are Boolean circuits, Petri nets, discrete events, data flows, etc.

Component models such as Virtual Component [1], MetaCore [50] or MetaRTL [72] usually deal with the problems of representation, retrieval and reuse of HW/SW components for IP libraries, IP providers and IP users. These models either allow customization of components with respect to user requirements for successful soft IP reuse, or enable convenient soft IP retrieval and sharing. The design focuses on design space exploration, parameterization, and generation of soft IPs. The proposed solutions are usually language-centric (pre-processing, extensions of languages, etc.).

Architectural models such as platforms [13, 39, 51, 60] focus on embedded system design based on IP reuse. Platforms are common architectures based on principal components that remain fixed within a certain degree of parameterization. Such platforms support a variety of applications in a given domain thus achieving some generalization. Platforms focus on the communication-based design that is independent of the behavior of particular components rather than on the design of functionality. A specific application is derived from the platform using refinement (specialization).

Abstract high-level models such as the ones described using UML diagrams [12] are also beginning to be widely used for HW and embedded system design [34, 49, 73]. The UML models allow a high level specification of a system, provide support for better soft IP reusability and adaptability, as well as they improve the documentation for further reuse and maintenance of a system.

Design patterns [31] are the abstraction for representing common design solutions in an implementation-independent way using UML class diagrams. Design patterns are widely used in SW domain for creating SW systems using previous successful design experience. Recently, they were also adopted for HW and embedded system design [22, 23, 55, 61, 71].

The challenges for the meta-modeling are as follows: (1) To discover and describe well-proven models and architectural patterns that are generally used by designers in the domain. (2) To describe the implementation of well-proven models in terms of high-level abstractions and design techniques using a well-known notation, and (3) to seek for the design methodologies and tools that allow for implementing the well-proven models (semi-)automatically.

C. Meta-programming

Meta-programming was known and used for a long time in the past, especially in program synthesis [63]. Now the the application of meta-programming is much wider and covers domain language implementation, including compiler generation [66], application and SW generators [9], product lines [8], generic component design [10], program transformations [48], program evaluation and specialization [68], SW maintenance, evolution and configuration [16], middleware applications [14], XML-based web applications [47], etc. Furthermore, the meta-programming techniques closely relate to the novel technologies, such as generative [15] and aspect-oriented programming [40].

From the perspective of abstraction, meta-programming means programming at a higher level of abstraction. Ryman [59], for example, gives the following definition. Meta-programming is “the technique of specifying generic SW source templates from which classes of SW components, or parts thereof, can be automatically instantiated to produce new SW components”. A meta-language, which is a mechanism for introducing a higher-level of abstraction, does not appear in this definition. It is assumed that source templates are higher-level generic abstractions of the source language itself.

A program written in a meta-language is a meta-program. A meta-program is a program that treats another program as data. According to Batory [7], a meta-program is “a program that generates the source of the application ... by composing pre-written code fragments”. Examples of meta-programs are application generators, and building application generators such as parser generators is an example of meta-programming.

Commonly meta-programming is used to provide mechanisms for writing generic code, i.e. explicitly implementing generalization in the domain. Domain language implements commonalities in a domain, while a meta-language allows developers to specify variations to be implemented in the domain system, and to synthesize customized implementations by composing domain code fragments. The generalization is achieved by the parameterization of differences in different domain program representations, which allows representing domain components with many commonalities in a compact way. We use meta-programming for implementing the generative technology in HW/SW domain [64]. It provides capabilities for expressing domain variability. The product of meta-programming is a meta-program (or meta-program), which describes a family of the related functionality in a narrow well-defined domain.

A meta-program consists of a generic interface and a family of related domain program instances encapsulated with their
moderation algorithm. A generic interface describes the
generic parameters of a meta-program. The modification
algorithm describes generation of a particular instance
depending upon values of the generic parameters. At a lower
layer of abstraction there is domain language code that
describes common parts of component family. At a higher
layer of abstraction there is meta-language code that describes
variable parts of component family. As a meta-program is a
concise representation of its instances, it can be treated as a
generic component, too. Together with its environment, a
meta-program is a domain program generator.

Flexibility of generalization and domain code generation
can be enhanced significantly either through extensions of the
domain languages or through the usage of the external meta-
language. Meta-language describes the syntax and semantics
of generalization, and meta-programming paradigm defines
the rules and methods for implementing generalization.

Summarizing, meta-programming can be defined as a
programming technique that achieves generalization via
manipulation with other program structures. Meta-programs
can be represented using the same programming principles and
constructs (if, case, for loop) as domain programs,
however they manipulate on program representations, not
data. In other words, meta-programming is a higher-order
programming technique for generalization.

To achieve the prescribed aims, meta-programming uses
separation of concerns, parameterization, and parameter
dependency knowledge. Separation of concerns separates each
domain problem into a distinct generic component or sets of
components used to generate target program. Parameterization
increases reusability by providing parameterized components,
which can be instantiated for different choices of parameters.
Parameter dependency knowledge allows capturing specific
information about the parameter dependencies, default settings
and illegal combinations.

The challenges for meta-programming are as follows: (1)
Identification similar (“look-alike”) components in a domain.
(2) Selection of a suitable meta-language for meta-
programming. (3) Selection of optimal size and number of
designed meta-programs. (4) Identification and separation of
dependable and undependable meta-parameters. (5)
Overgeneralization problem.

D. Basic techniques of meta-design

Here the analyze only the basic techniques of meta-design
as follows: separation of concerns for meta-analysis,
generalization for meta-modeling, and generation for meta-
programming. We explain these below in detail.

1) Separation of concerns

Separation of concerns is primarily focused on (1) the
separation of domain commonalities and variabilities.
Commonalities are fixed concepts that are common to all parts of
(sub-)domain. Variabilities are variable concepts that are
unique to every domain object (component, system, etc.), and
depend upon certain design concerns or aspects. Separation of
concerns leads to decomposition of SW into manageable and
comprehensible parts. The second task of separation of
concerns is (2) to identify different design concerns that are
meaningful to the anticipated user requirements.

Separation of concerns for meta-design must involve the
following activities:

1) Formulation of anticipated design problems from the
client's perspective (i.e., functionality of the system as the
client expects it).

2) Identification and separation of user- and application-
specific concerns along multiple and arbitrary dimensions of
design space.

3) Partitioning and structuring of dependable and
orthogonal concerns into groups or dimensions. Dependable
concerns are closely related and depend upon each other (e.g.,
increasing speed would most certainly increase the
consumption of power in a chip, thus speed and power
concerns are dependable). Orthogonal concerns are
independent upon each other.

4) The ability to handle new concerns or their dimensions
dynamically as they arise at use time.

5) Concern-based composition of domain systems.

2) Generalization

Generalization is a design technique for expressing and
representing domain models and components at higher levels
of abstraction. Introduction of generalization usually means
transition to the higher level of abstraction where domain
knowledge can be represented and explained more
comprehensibly and effectively.

Generalization identifies commonalities among a set of
domain entities and widens an object (component, system) in
order to encompass a larger domain of objects (systems,
applications) of the same or different type. Commonality may
refer to essential features of a design entity such as attributes
or behavior, or may concern only the similarity in description.
The result of generalization is a generic component (model),
which compactly represents a set of similar components.

Therefore, we can describe generalization as a design
technique that is oriented at unifying similar domain objects
into a single generic component (model), which encapsulates
their similarities and differences. Thus, generalization allows
(1) to encapsulate related domain concepts thus simplifying,
both quantitatively and qualitatively, the design space; and (2)
to reduce the size and improve the structure of the domain
component libraries. Thus, generalization allows introducing
more simplicity into the domain.

Usually there are many levels of abstraction in the domain
of interest. Therefore, we can distinguish, for example,
generalization of models at a higher level of abstraction, and
generalization of domain components at a lower level of
abstraction. The latter is usually achieved by applying some
form of generative technologies such as pre-processing or
meta-programming, whereas the former is achieved using the meta-modeling techniques. This results in a modeling of domain information at different levels of abstraction.

3) Generation

Generation is a process of transformation between the higher-level representation of a domain system (model) and the lower-level implementation in domain language. To implement generation, the designer must build a meta-model that describes (1) a mapping between the modeling language and domain language abstractions, and (2) a set of translation rules that implement a mapping.

Here, we analyze generation in HW design domain from HW models described using UML into VHDL code. A mapping is described semi-formally using UML meta-model, i.e., the model that describes the syntax of UML diagrams using a subset of UML. A meta-model consists of a class diagram, where classes describe the syntactic components of the used UML diagram. A meta-model for mapping UML to VHDL was initially described in [19] and is extended now. Below, we present a mapping between UML class diagrams and a structural subset of VHDL (see Figure 1). VHDL abstractions are shown in parentheses.

Elements of UML class diagrams are classifiers, relationships and features. Classifiers are interfaces and classes that describe basic design blocks. Relationships (Figure 1, a) describe different types of connections and associations between classifiers. Features (Figure 1, b) describe parameters, attributes and methods of classifiers. We map an abstract class (interface) to a VHDL entity. A class that realizes an abstract class is mapped to VHDL architecture. Class parameters are mapped to a VHDL generic statement, class attributes - to the VHDL ports (public) and signals (private), and class methods - to the VHDL processes (procedures). The composition relationship describes composition of a system from the components and is mapped to a VHDL port map statement. The inheritance relationship means that a VHDL entity inherits the I/O ports from a base entity.

Once the mapping between UML and VHDL has been defined, rules that describe the translation process between UML and VHDL can be formulated. The aim of the translation rules is to describe how an instance of a UML meta-model (i.e., any UML model described using a subset of UML defined in a meta-model) can be transformed into an instance of a target model (i.e., a concrete VHDL specification that describes the implementation of a HW model specified using UML). These rules can be implemented manually by a HW designer, or automatically using a dedicated translation tool or code generator using a wide range of code generation strategies [61].

There are many levels of abstraction used to express the domain content, therefore, generalization can also be represented in many different forms [35].

1) Hierarchy organizes the domain commonalities into a tree-like structure. A hierarchical organization of components based on a relationship of generalization/specialization (or "is-a") is an important principle in object-oriented programming.

2) Polymorphism captures commonality in different object types in object-oriented (OO) design. The generality is achieved by allowing the program to uniformly manipulate objects of different classes provided that these share the common properties.

3) Genericity expresses the commonality using parameters. Genericity captures some common component properties that are expressed in terms of other unspecified abstractions that are denoted by parameters defined externally. These abstractions can be described using another higher-level language, i.e., a meta-language.

4) Pattern presents an abstract and general solution (the key components and relationships between them) to a commonly occurring design problem. A concept of pattern is widely known in system modeling in general [2], and OO SW development in particular [3, 31, 57].

Therefore, generalization can be introduced into the domain as a multi-staged model having four different levels of abstraction as follows:

1) Domain abstraction level – the organization of domain data (components) into the tree-like hierarchies, where a root is a generalization of the descendants.

2) Meta-program level – the development of the generic components (programs) using the internal mechanisms of the domain language (polymorphism) or an external language
(3) Model level – the introduction of models that describe a specific domain problem in general.

(4) Meta-model level – the representation of the model semantics using more abstract meta-models. A composition of several meta-models implements a platform.

While the first two levels are usually introduced using textual languages (either object-oriented or the meta-programming ones), the last two levels are can be introduced using standard modeling language UML. Recently, UML also began to be used more widely in HW and embedded system domains [28, 34, 43, and 49].

Finally, in Figure 2, we demonstrate how different levels of abstractions relate between themselves in the context of platform-based design of embedded systems. At the highest level of abstraction is a platform – a composition of different meta-models (design patterns), i.e., general, well-proven and well-defined solutions for a narrow and well-understood domain problem.

![Fig. 2 Relationship between different levels of abstraction in Wrapper design pattern](image)

In our example, a meta-model under consideration is a Wrapper design pattern [18], which is a generalization of several UML class diagrams that describe the implementation of communication control for different applications at the meta-model level. The elements of class diagrams, such as classes and relationships, are a generalization of the several different generic domain components and relationships between them at the model level. Finally, generic components, such as aComponent and aWrapper, are a generalization of specific domain components (e.g., ALU, Processor, Handshake FSM, FIFO FSM) at the meta-program level. The arrows show how the refinement is applied from the highest level of abstraction until the final implementation on the domain level is obtained.

![Fig. 3 Generalization of UML models into a design pattern](image)

The obtained meta-model describes the results of domain analysis and does not provide details and concrete values. For example, there is nothing stated about the degree of some HW constraints such as timing and their design characteristics. Those details require a more in deep expert knowledge, because they a related with physical implementation of the schematics at the technological library level. The result of meta-modeling is only a domain-independent pattern of a system, which must be further refined by introducing the domain-specific details and constraints such as gate libraries and timing in HW design domain.

The relationship between this design pattern and its implementation must be described using another meta-model, an example thereof is given in Figure 1.

### III. CASE STUDY

#### A. Meta-modeling

Our aim is to obtain the invariant, variant, and specific parts of the system and describe the relationship model between these parts and between the high-level model of a system and lower-level implementation. To do this we need to have some knowledge about the domain and perform meta-modeling, i.e. modeling of the domain at a higher abstraction level using a general domain vocabulary.

Figure 3 demonstrates the generalization of similar UML models into a design pattern for communication sub-domain. Figure 3 a) and b) show an extension of two common components: ALU and Processor with two different implementations of communication protocols, Handshake and FIFO, respectively. Figure 3 c) demonstrates a generalization of communication models using a Wrapper design pattern [17, 18] for any HW component cComponent and any wrappers cWrapper1, cWrapper2 that implement a particular communication protocol.

In HW design domain, we interpret the Wrapper design pattern as follows. The abstract class (entity in VHDL) aWrapper inherits the I/O ports of the aComponent, and declares new I/O ports for wrapper functionality. The class (architecture in VHDL) cComponent implements the functionality of entity aComponent. The architectures cWrapper1 and cWrapper2 implement the functionality of aWrapper and contains the aComponent. Essentially, this description means that cWrapper1 (or cWrapper2) wraps cComponent with a new functionality.
B. Modeling

To illustrate the application of generalization for modeling domain entities, we present the UML class diagram for representing different kinds of gates in a single gate hierarchy (see Figure 4). Parameterized superclass Gate abstractly represents all kinds of gates in the hierarchy, whereas other parameterized classes (AndGate, OrGate, XorGate) represent the particular implementations of the gate schematics. The role of the generalization relationship is to denote a taxonomic relationship between a more general element and elements that are more specific. The generic parameters used in the model represent the delay of a particular HW element (DELAY) and the width of the I/O signals (WIDTH). The role of generic parameters is to simplify the component hierarchy by hiding as all HW elements of a particular type with different timing and wiring characteristics behind a single parameterized class.

Of course, the UML model of a real-world HW system would be much larger than the one presented in Figure 4, and would include all types of library-based HW components such as gates, registers, adders, counters, etc. Its purpose is to allow modeling of complex HW and HW/SW systems at a level of abstraction that is higher than common programming language code. Generalization here allows hiding the details that are unnecessary at this level of the development of a system, or are continuously repeating from component to component.

Returning back to our design problem, the object-oriented model of a designed system is presented in Figure 5 and explained below (only the top classes are shown). IP is an abstract entity that describes an input interface of soft IP. IP_handshake is an abstract entity that represents a soft IP communicating using a handshake protocol. Class Model1 is an implementation of IP_handshake that contains HandshakeFSM and an instance of IP. IP_fifo is an abstract entity that represents a soft IP communicating using a FIFO protocol. Class Model1 is an implementation of IP_fifo that contains two FIFO components for storing input and output signals and an instance of IP. FIFO is an abstract entity that describes an interface of a FIFO buffer. FIFO_in is a refinement of FIFO for storing the values of IP’s input signals. FIFO_out is a refinement of FIFO for storing the values of IP’s output signals. The user can select a communication model to implement by selecting either Model 1 or Model 2 for generation.

C. Meta-programming

To illustrate usage of generalization in the context meta-programming, we deliver a meta-program (Figure 6). Meta-programming is used to implement component hierarchies, especially the parameterized ones, obtained during the modeling stage of system design.

Meta-program (see Figure 6, a) was developed using Open PROMOL [65] as a meta-language and VHDL as a domain language. Open PROMOL is a functional domain-independent meta-language that allows performing text-based modifications of a target program using a set of parameterized functions. The role of the PROMOL functions @gen and @sub in the meta-program can be easily understood from the context.
Figure 6, b shows the domain program instance (one of 9 that can be generated from the specifications 1-3) for the type (function) of gate equal to OR, I/O width equal to 8, and delay equal to 5 ns.

The role of generalization here is to simplify the development of soft IP libraries by encapsulating all components with similar functionality under a single generic component, which can be further used for design space exploration and quick generation of a desired component instance using a meta-language processor.

D. Implementation

To validate the described meta-modeling and meta-programming techniques, we have designed the wrapper generator to automatically generate two different wrappers for communication control of third-party soft IP cores using Handshake and FIFO protocols.

The wrapper generator implements a Wrapper design pattern [18] for a specific class of soft IP. The structure of the system is defined using system modeling techniques in UML class diagrams. We use UMLStudio as a front-end tool to draw UML diagrams. The designer develops an UML meta-model and a script for translation from UML to VHDL using a scripting language PragScript that provides straightforward access to the data stored by UMLStudio projects. A PragScript script provides a generic interface to UMLStudio. PragScript interpreter uses UML model (class diagram) and a translation script to generate a structural VHDL model.

Since the structural VHDL model is not enough for a wrapper (class diagrams describe only a structure of the system), and UML class diagrams cannot describe functionality, several meta-programs in Java were developed. These meta-programs capture the behavior of wrapper using Java as a meta-language and VHDL as a domain language. Each meta-program is a Java class, which encapsulates a generic domain entity (e.g., FIFO buffer, voter, etc.). Java processor processes meta-programs and generates specific behavioral VHDL models for a target system using values of the generic parameters specified via a class constructor.

![Diagram of wrapping well-proven models](image)

**Fig. 7** Implementation of wrapping for well-proven models

The VHDL parser analyses supplied soft IP source code, constructs a syntax tree, and extracts the values of the parameters for generation. The wrapper generator performs wrapping of the third-party soft IP by generating the instances of the component instances that belong to a specified wrapper, and the port map statements to map the signals of the wrapper to the soft IP.

We use two kinds of meta-programs in our design flow (see Figure 7): (1) a script developed using embedded UMLStudio scripting language PragScript, and (2) the meta-programs of behavioral VHDL models developed using an external meta-language (Java). The first meta-program is for describing the structural variability of a component family, while the second one is for representing the behavioral variability.

E. Results

In our experiments, we have used freely available third-party soft IPs as follows: 1) Free-6502 core [38] is a CPU core compatible with 8-bit 6502 microprocessor. 2) DRAGONFLY core [45] is a 8-bit controller that can be used for serial communication management, FLASH and SDRAM control, etc. 3) AX8 core [69] is a 16-bit AT90Sxxxx compatible micro-controller core. 4) i8051 micro-controller [33] is compatible with 8-bit micro-processor designed by Intel.

The wrapper generator was implemented as a set of meta-programs using heterogeneous meta-programming (Java as a meta-language, and VHDL as a domain language). Each metaprogram is a Java class, which encapsulates a generic domain entity (e.g., FIFO buffer, FSM, voter, etc.) and generates a specific instance of it in VHDL according to the values of the generic parameters specified via the Java class constructor.

The synthesis results of the original soft IPs and the generated wrappers (Synopsys; CMOS 0.35 um technology) are presented in Table 1. The synthesis results show the following average increase in chip area of the generated wrappers with respect to the original soft IPs: 10% for the Handshake wrapper, and 50% for the FIFO (size = 4) wrapper.

### Table 1

<table>
<thead>
<tr>
<th>Soft IP</th>
<th>IP area, cells</th>
<th>Wrapper area, cells</th>
<th>Overhead</th>
<th>Wrapper area, cells</th>
<th>Overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free-6502</td>
<td>4670</td>
<td>471</td>
<td>10%</td>
<td>2210</td>
<td>47%</td>
</tr>
<tr>
<td>Dragonfly</td>
<td>5883</td>
<td>921</td>
<td>16%</td>
<td>4568</td>
<td>78%</td>
</tr>
<tr>
<td>AX8</td>
<td>8020</td>
<td>836</td>
<td>10%</td>
<td>4199</td>
<td>52%</td>
</tr>
<tr>
<td>i8051</td>
<td>24258</td>
<td>1016</td>
<td>4%</td>
<td>5063</td>
<td>21%</td>
</tr>
</tbody>
</table>

IV. EVALUATION AND DISCUSSION

This paper has analyzed the application of meta-design techniques for HW design domain. We have particularly focused on generalization for developing domain meta-models and meta-programs, and generation for generating customized design solutions automatically. The systematic application of generalization for designing domain systems allows to concisely represent domain content, relationships between domain entities, and to simplify representation of similar
domain entities. Generalization is introduced at different levels of abstraction: for modeling domain models as well as for programming generic domain components.

For modeling, generalization can be used in the context of UML to represent domain component hierarchies, as well as to develop meta-models (design patterns) for describing common solutions to the recurring design problems.

For programming, generalization can be used in the context of product family design to implement generic domain components. Generic components are meta-programs that describe families of the related domain functionality in a narrow and well-defined domain. Generalization is introduced using the meta-programming techniques. This usually involves the usage of two separate languages in one meta-program: a domain language expresses domain content, and a meta-language expresses generalization and variability in a domain.

While the advantages of meta-design are not obvious at the analytical or modeling levels, it is most obvious then meta-models and meta-programs are used to specify and generate domain code. The results of our experiments show that we can generate protocol wrappers for any given soft IP (described in VHDL) automatically. Thus, the main objective of meta-design, i.e. the increase in design productivity, is achieved. Furthermore, wrappers can also be used for wrapping soft IPs that were not know beforehand at design time. Thus, the second aim of meta-design – adaptability for unanticipated requirement and design context changes is achieved. Meta-programming is implemented using Java as a meta-language. The developed meta-programs (program instance generators) are open code, thus allow for evolutionary and collaboration-based design, which is the third aim of meta-design. All used third-party and newly developed tools were integrated into a unified application-oriented design flow.

We summarize meta-design by presenting its main principles:

1. Meta-design is design for reuse and design for change technology oriented at SW evolution and adaptation to changing requirements and usage context rather than design from scratch.

2. Meta-design aims at integrating the existing design tools at a higher level into a unified meta-environment and design flow.

3. Meta-design is based on the usage of the higher-level abstractions in modeling as well as in programming stages of design.

4. Meta-modeling aims at capturing commonalities and patterns of structure of SW models in a domain.

5. Meta-programming aims at expressing generalization and capturing variability in domain component space.

6. The main techniques of meta-design are separation of concerns, generalization and generation. Separation of concerns focuses on identifying, separating and extracting domain commonalities and variabilities. Generalization allows grouping domain commonalities, and parameterizing domain variabilities. Generation allows to automatically instantiate customized source code implementations of a design problem from a higher-level specification.

To implement the principles of meta-design, the traditional system development environments and frameworks are not enough. The latter ones are usually closed and focus on the development of the final product. Meta-design should offer (1) domain-specific languages that exploit the existing user knowledge about the domain and product requirements, (2) provide meta-programming environments that seamlessly integrate the existing programming environments into a unified meta-design flow, (3) exploit the power of sharing and collaboration-based design; and (4) provide support for IP customization, transformation and reuse.

The most important role in meta-design should be played by meta-designers, who set the conditions and provide mechanisms that allow the users to become designers by anticipating both their needs and the potential changes that could occur at use time. Meta-designers should provide the possibility of modifying the system during use time, in order to allow the users to apply the system in the context of usage that was not foreseen at design time.

Finally, meta-design should address the numerous constraints in HW design domain such as timing, power consumption and heat dissipation. The systems must be modeling taking many different, often contradictory, system design aims in account, which requires the adequate support at the modeling and meta-modeling levels. Currently, UML is being adapted for modeling real-time systems by extending it with the timing concept [43]. Power also should be modeled at a higher level [80], which may allow for early estimation and analysis of design characteristics. Such an analysis already at the early stage of design can provide an answer whether the designed system would match the imposed design constraints. Based on the results of the analysis the designer can select the system architecture that can lead to a more efficient implementation.

V. CONCLUSIONS

In this paper, we have analyzed the capabilities and application scope of the meta-design techniques. Generalization is perhaps the most important meta-design technique. It deals with the development of generic components (meta-programs) that encapsulate related domain functionality, as well as higher-level domain models and meta-models that allow expressing domain content in an abstract and more general fashion.

Especially, meta-design is important in HW and embedded system design domains, where design complexity continues to grow exponentially. Current trends to applying meta-design in system design focus on meta-programming and meta-modeling. When systematically applied, meta-design provides means for achieving higher reuse (through generalization), increase design quality and productivity (through generation), and allow integration with other design methodologies such as object-oriented design (through the usage of UML).
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