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Abstract—The amount of the information being churned out by the field of biology has jumped manifold and now requires the extensive use of computer techniques for the management of this information. The predominance of biological information such as protein sequence similarity in the biological information sea is key information for detecting protein evolutionary relationship. Protein sequence similarity typically implies homology, which in turn may imply structural and functional similarities. In this work, we propose, a learning method for detecting remote protein homology. The proposed method uses a transformation that converts protein sequence into fixed-dimensional representative feature vectors. Each feature vector records the sensitivity of a protein sequence to a set of amino acids substrings generated from the protein sequences of interest. These features are then used in conjunction with support vector machines for the detection of the protein remote homology. The proposed method is tested and evaluated on two different benchmark protein datasets and it’s able to deliver improvements over most of the existing homology detection methods.
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I. INTRODUCTION

The recent years have witnessed a consistent surge in sequence information, caused by technological breakthroughs in large-scale sequencing projects. The main challenge facing biologist now, is to interpret this newly generated sequence data. One way to achieve this goal is through protein homology detection. Much research has already been done in protein homology detection. Dynamic programming based alignment tools such as Smith and Waterman [1] and their approximation such as FASTA [2] and BLAST [3] have been widely used by biologists around the world. Statistical model based methods have also been developed such as Profile [4] and hidden Markov models (HMM) [5]-[6]. Iterative methods such as PSI-BLAST [7] and SAM [8] improved upon profile-based methods. The SVM-Fisher method [9], which combines an iterative HMM training scheme with Support Vector Machine (SVM) [10]-[11], is currently among the well known methods for detecting remote protein homology. Other HMM base method is the HMM Combining Score (HMMcs) method [12]. HMMcs added more improvement over SVM-Fisher; however, both methods are appealing because they combine the rich biological information encoded in a profile HMM with the discriminative power of the SVM classifiers. In this case, we generally need lot of data or prior knowledge to train HMM [13].

Recently, two strings base methods are introduced. The first is the mismatch kernels method [13] and the second is the string kernel method designed by Zaki et al. [14]. In the second method, the authors introduced the application of the string kernel (SK) in classifying protein sequence. The string kernels approach has been shown to achieve good performance on text categorization tasks [15]. The basic idea is to compare two protein sequences by looking at common subsequences of a fix-length. These two methods were able to perform well on classifying protein sequence; however, no biological information is incorporated and the two techniques do not use any domain knowledge. They consider the protein dataset just as a long string of text.

Other known method is the SVM-Pairwise method developed by Liao et al. [16]. The method means of representing proteins using pairwise sequence similarity scores. The drawback of this method is the fact that, when we compute the similarity scores, we consider all the sequence. It will be more meaningful if we could split the sequence into substrings and then measure the similarity score based on sensitive and non-sensitive regions.

In this paper, we combined the advantage of using string kernel and incorporating some biological knowledge by using SVM-Pairwise concepts. The method uses a transformation that converts protein sequence into fixed-dimensional representative feature vectors where each feature vector records the sensitivity of a protein sequence to a set of amino acids substrings generated from the protein sequences of interest. The method is called SVM String Scoring (SVM-SS) method.
II. SVM-SS OVERVIEW

SVM-SS method for detecting remote protein homology consists of two main steps: First, converting all the protein sequences of interest into high-dimensional feature vectors. We create each vector by scoring a set of substrings against each protein sequence. Once this transformation has taken place, we then compute the kernel matrix to be used in conjunction with SVM. SVM discriminators will then separate each protein family from the rest. We show this process in Figure 1. The description of each step is given in the following sections.

![Fig. 1 Overall SVM-SS method](image)

**A. Creation of the Protein Substrings**

In this step, we consider each protein sequence as a string of amino acids and then, we try to find out all possible substrings that the protein sequence contains. Unlike the string kernel method [14], we consider only the contiguous substrings. This goal can easily be achieved by simply shifting a window of a length \( k > 1 \), over the protein training examples. This process can be illustrated as follows:

If we have a protein sequence

\[ >e1izh.2c 7.1.1.1.3 \text{Insulin \{Pig (Sus scrofa)} \text{\}} \]

\[ \text{giveqctcisclyqlenyc} \]

Assume \( k = 5 \), yields 4 substrings (in bold).

\[ \text{giveqctcisclyqlenyc} \rightarrow \text{giveq} \]

\[ \text{giveqctcisclyqlenyc} \rightarrow \text{ctesi} \]

\[ \text{giveqctcisclyqlenyc} \rightarrow \text{cslyq} \]

\[ \text{giveqctcisclyqlenyc} \rightarrow \text{lenyc} \]

**B. Feature Sensitivity Measure**

To create a feature vector for each protein sequence, we have to search for each substring in the protein dataset. This will result in \( n \)-dimensional feature vector where \( n \) is the total number of substrings extracted from the protein sequences. All the \( n \) substrings are then scored against the protein sequences of interest. This vectorization step uses the Smith-Waterman algorithm as implemented in Fasta [2]. The feature vector corresponding to protein \( m \) is \( F_m = f_{m1}, f_{m2}, \ldots, f_{mn} \), where \( n \) is the total number of the substrings generated, and \( f_{mi} \) is the E-value of the Smith-Waterman score between sequence \( m \) and the \( i^{th} \) substring. The process is shown in Figure 2.

![Fig. 2 The procedure to generate feature vectors from protein sequences](image)

**C. Construction of SVM Classifiers**

SVM is a powerful classification algorithm and well suited the given task. It addresses the general problem of learning to discriminate between positive and negative members of a given class of \( n \)-dimensional vectors. The algorithm operates by mapping the given training set into a possibly high-dimensional feature space and attempting to learn a separating hyperplane between the positive and the negative examples for possible maximization of the margin between them [12]. This margin roughly corresponds to the distance between the points residing on the edges of the hyperplane [17]. Having found such a plane, the SVM can then predict the classification of an unlabeled example. The formulation of the SVM is described as follows:

Suppose our training set \( S \) consists of labeled input vectors \((x_i, y_i), i = 1 ... m \) where \( x_i \in \mathbb{R}^n \) and \( y_i \in \{1, -1\} \). We can specify a linear classification rule \( f \) by a pair \((w, b)\), where the normal vector \( w \in \mathbb{R}^n \) and the bias \( b \in \mathbb{R} \), via

\[ f(x) = (w, b) + b \]  

(1)
where a point $x$ is classified as positive if $f(x) > 0$. Geometrically, the decision boundary is the hyperplane

$$\{x \in \mathbb{R}^n : (w, x) + b = 0\}$$

(2)

The idea makes it possible to efficiently deal with vary high dimensional futures spaces is the use of kernels:

$$K(x, z) = \langle \phi(x) \cdot \phi(z) \rangle \quad \text{for all } x, z \in X$$

(3)

where $\phi$ is the mapping from $X$ to an inner product feature space. We thus get the following optimization problem:

$$\max_{\lambda} \sum_{i=1}^{m} \lambda_i - \frac{1}{2} \sum_{i,j=1}^{m} \lambda_i \lambda_j y_i y_j K(x_i, x_j)$$

subject to the constraints

$$\lambda_i \geq 0 \quad \sum_{i=1}^{m} \lambda_i y_i = 0$$

(4)

The appeal of SVMs is twofold; first they do not require any complex tuning of parameters, and second they exhibit a great ability to generalize given small training samples. In this particular implementation, we used the Gist SVM software available at http://www.cs.columbia.edu/\~\~compbio/svm.

### III. EXPERIMENTAL WORK

In this section, we report the experimental work done to apply the SVM-SS method for detecting protein homology. We first converted all protein sequences of interest into high dimensional feature vectors. We created each vector by scoring a set of the generated substrings against the protein sequences of the interest. Therefore, in order to create feature vectors, we first need to create a database of substrings. In this case, we shifted a window of a length equal to 14 (we have tried different length, results not shown). To represent a protein sequence by feature vectors one has to search for each substring in this protein sequence. Each substring scores against the protein sequence using pairwaise scoring algorithm. Only default parameters are used: gap opening penalty and extension penalties of 11 and 1, respectively, and the position specific scoring matrix BLOSUM 62. The result of this transformation is an $n$-dimensional feature vector, where $n$ is the total number of substrings created. We also applied a threshold value in such a way that, scores below the threshold are set to zero. In our case, the threshold value was set to 1. Once the transformation of the protein sequences is done, we then learn SVM discriminators to separate protein families. We primarily employ the Gaussian kernel for all classifiers. In terms of soft-margin parameter, we choose a value that is close to the absolute maximum kernel distance, in our case the value is 100. This choice of capacity guarantees the numerical stability of the SVM algorithm and provides sufficient generalization. This solution is a clean way to set the tuned parameters solely based on the training set.

### A. Protein Data Used

The performance of the SVM-SS algorithm is tested on two SCOP [18] benchmarked databases, the first is designed by Jaakkola et al [9] which allow direct comparison with the previous work on protein remote homology detection. He selected for the test all SCOP families that contain at least 5 PDB90 sequences and have at least 10 PDB90 sequences in the other families in their superfamily. This process results in 33 test families from 16 superfamilies. Details about this dataset are available at www.cse.ucsc.edu/research/compbio/discriminative. The second benchmarked database is the SCOP version 1.53. Sequences were selected using the Astral database [19], removing similar sequences using an E-value threshold of $10^{-25}$. This procedure yields 4352 distinct protein sequences, grouped into families and superfamilies. For each family, the protein domains within the family are considered positive test examples, and the protein domains outside the family but within the same superfamily are taken as positive training examples. The data set results in 54 families containing at least 10 family members and 5 superfamily members outside of the family. Negative examples are taken from outside of the positive sequences fold, and are randomly split into train and test sets in the same ratio as the positive examples. Details about the various families and the complete data set are available at: http://www.cs.columbia.edu/~compbio/svm-pairwise.

### B. Comparing SVM-SS with the known homology detection methods

The performance of the SVM-SS method is then compared to eight of the well known methods such as: HMMER [20], BLAST [3], SAM [8], SVM-Fisher [9], Mismatch String Kernels [13], SVM-Pairwise [16], HMMcs [12], and SVM-SK [14].

### C. Evaluation Measures of the Method Performance

The performance of the SVM-SS method is measured by how well the method can assign novel protein sequence to its correct family. The method can make errors by assigning the sequences to families to which they do not belong or failing to assign the sequences to families to which they do belong. For such a binary classification problem, there are two classes $\{-1, +1\} = \{\text{unrelated}, \text{related}\}$. The positive sequences or the sequences that belong to the family “$+1$” are considered as related sequences, whereas the negative sequences are the unrelated sequences. To that end, two methods are used to evaluate the performance of the protein homology detection:

- Rate of False Positive (RFP), which defined as the fraction of negative test sequences that score as high, or better than the positive sequence.
Receiver Operating Characteristic (ROC) [21] of the SVM-SS method. The ROC statistic is the integral of the ROC curve, which plots the True Positive Proportion (recall), $tp = \frac{tp}{(tp + fn)}$, versus the False Positive Proportion (precision), $fp = \frac{fp}{(fp + tp)}$. Where $tp$ is the true positive, $fn$ is the false negative, and $fp$ is the false positive.

IV. RESULTS AND ANALYSIS

The performances of the homology detection algorithms are measured by how well these algorithms can assign novel protein sequence to its correct family. The performance of the proposed algorithm is compared with the current successful homology detection methods on a benchmark datasets from SCOP database. We first tested the performance of SVM-SS method using the SCOP (Version 1.37) data sets. In Figure 3, we illustrate the relative overall performance of the SVM-SS algorithm on the 33 test families. The figure also shows the overall performance of other existing protein remote homology detection methods. The methods included are HMMER, BLAST, and SAM as a purely generative models and SVM-Fisher as a combination of the generative and discriminative models. We also included HMMcs and SVM-SK methods. The graph ranked the seven homology detection methods according to their Rate of False Positives (RFP) scores. In each graph a lower curve corresponds to more accurate homology detection performance. Using the RFP performance measure, the SVM-SS performs slightly better than the other six methods including SVM-Fisher, HMMcs and SVM-SK Methods.

In this section, we report further experimental work to compare the performance of SVM-SS to the recently introduced methods such as SVM-Pairwise and Mismatch kernel methods. We tested the performance of our algorithm on the SCOP database version 1.53. The use of SCOP version 1.53 [16], allows direct comparison with the previous work on remote homology detection. We included in the comparison, BLAST, SAM, SVM-Fisher, SVM-Pairwise and Mismatch kernel methods.

The results of the comparatives experiment are summarized in Figure 4 (a) and (b). The two graphs rank the six homology detection methods according to ROC and median RFP scores. In Figure 4 (a), a higher curve corresponds to more accurate homology detection performance. While in Figure 4 (b), a lower curve corresponds to more accurate homology detection performance. From the two graphs, we observe that SVM-SS performs significantly better than all other methods.
In Figure 5, Figure 6 and Figure 7, we show family-by-family comparison of SVM-SS against SVM-Fisher, SVM-Pairwise and Mismatch kernel methods in terms of ROC and RFP scores. Each point on the graph corresponds to one of the 54 SCOP families. The axes are ROC (left figure) and RFP (right figure) achieved by the two primary methods compared in this study.

Fig. 4 Relative performance of homology detection methods using (a) ROC (b) RFP
Using either performance measure, the SVM-SS method performs significantly better than the other five methods. We assess the statistical significance of differences among methods using two-tailed signed rank test. As shown in Table
I. CONCLUSION

In this paper, we presented, applied, and analyzed an effective learning method for detecting remote protein homology. The proposed method uses a discriminative framework and in particular Support Vector Machine. It uses a transformation that converts protein domains into fixed-dimensional representative feature vectors, where each feature vector records the sensitivity of a set of substrings to the protein domain of interest. The performance is then tested and evaluated on two different SCOP benchmark protein datasets. The proposed method which we call it SVM-SS method was able to deliver reasonable improvements over most of the existing homology detection methods.

One significant characteristic of any protein remote homology detection algorithm is whether the method is computationally efficient or not. In order to gauge the computational cost of the proposed approach, SVM-SS method is not significantly better than SVM-Fisher, HMMcs, and SVM-SK methods. SVM-SS also includes an SVM optimization, which is roughly $O(n^2)$, where $n$ is the number of training set examples. The feature extraction and representation step of SVM-SS involves computing of training set examples. The feature extraction and BLAST. Difference between SVM-Pairwise and Mismatch induced performance ranking of methods is SVM-SS, nearly all of the differences apparent in Figure 4 and Figure 5 are statistically significant at a threshold of 0.05. The resulting induced performance ranking of methods is SVM-SS, Mismatch-SVM, SVM-Pairwise, SVM-Fisher, SAM and BLAST. Difference between SVM-Pairwise and Mismatch kernel method is however not statistically significant.

### TABLE I

<table>
<thead>
<tr>
<th>Method</th>
<th>Mismatch</th>
<th>Pairwise</th>
<th>Fisher</th>
<th>SAM</th>
<th>Blast</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM-SS</td>
<td>0.0</td>
<td>0.000012</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Mismatch</td>
<td>0.4486</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Pairwise</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Fisher</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>SAM</td>
<td></td>
<td></td>
<td></td>
<td>0.465</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE II

<table>
<thead>
<tr>
<th>Method</th>
<th>Mismatch</th>
<th>Pairwise</th>
<th>Fisher</th>
<th>SAM</th>
<th>Blast</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM-SS</td>
<td>0.00106</td>
<td>0.00767</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Mismatch</td>
<td>0.57460</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Pairwise</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Fisher</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>SAM</td>
<td></td>
<td></td>
<td></td>
<td>0.239</td>
<td></td>
</tr>
</tbody>
</table>
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