
 

 

  
Abstract—The aim of this paper is to identify the most suitable 

model for churn prediction based on three different techniques.  The 
paper identifies the variables that affect churn in reverence of 
customer complaints data and provides a comparative analysis of 
neural networks, regression trees and regression in their capabilities 
of predicting customer churn. 
 

Keywords—Churn, Decision Trees, Neural Networks, 
Regression.  
 

I.  INTRODUCTION 
T has become common knowledge within companies, that 
their most valuable assets are their existing customers.  As 

markets have become increasingly saturated, companies have 
attempted to identify ways in which to improve customer 
loyalty, satisfaction, and retention.  The marketing approach 
within many organizations has gradually evolved from 
product-centric to customer-centric.  This approach is 
supported by modern database technologies, which enable 
companies to obtain the knowledge of who the customers are, 
what they have purchased, when they purchased it, and 
predictions on behavior.  
    An environment has emerged where customers are offered a 
huge choice of service providers to choose from, making 
winning new customers difficult and costly [1].  Traditional 
methods of predicting customer churn use predictive analysis.  
Evidence of this can be found from a study by the research of 
the major CRM software vendors, such as Amdocs, IBM, and 
PeopleSoft.  Predictive analytics is the process of identifying 
trends in data, usually by means of mathematical algorithms.  
However, churn management incorporates a lot of 
imprecision, due to the fact that an organization will seldom 
know for certain if a customer is considering moving to a 
competitor until it is too late.  The best a company can expect 
is a formulated prediction, based on a customer’s behavior.  
Soft computing has been proposed as a means of dealing with 
this ambiguity because its aim is to utilize the tolerance for 
imprecision, uncertainty, approximate reasoning and partial 
truth in order to achieve tractability, robustness and low cost 
solutions. 
    Past research has focused on using demographical data for 
the purpose of churn prediction, however Wei and Chiu, [2], 
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have identified several reasons to why this type of data is 
unsuitable.  They point out that using demographical data for 
the basis of churn prediction creates a churn analysis that is 
dependent on the customer rather than the contract. It is also 
suggested that demographic data held by some companies is 
very limited, restricting the suitability of many existing churn-
prediction systems.   
     In response to these problems Wei and Chiu, [2] based 
their churn prediction model on call pattern changes and 
contractual information.  As an alternative to this approach the 
authors have investigated an approach of the suitability of 
customer complaints and repairs data for churn prediction.  
The best variables are identified and neural networks, 
classification trees and regression are compared for their 
suitability for churn prediction using this type of data.   
 

II.  CUSTOMER CHURN 
    Churning customers can be divided into two main groups, 
voluntary and non-voluntary churners.  Non-voluntary 
churners are the easiest to identify, as these are the customers 
who have had their service withdrawn by the company.  There 
are several reasons why a company could revoke a customer’s 
service, including abuse of service and non-payment of 
service.  Voluntary churn is more difficult to determine, 
because this type of churn occurs when a customer makes a 
conscious decision to terminate his/her service with the 
provider.  Voluntary churn can be sub-divided into two main 
categories, incidental churn and deliberate churn.   
    Incidental churn happens when changes in circumstances 
prevent the customer from further requiring the provided 
service.  Examples of incidental churn include changes in the 
customer’s financial circumstances, so that the customer can 
no longer afford the service, or a move to a different 
geographical location where the company’s service is 
unavailable.  Incidental churn usually only explains a small 
percentage of a company’s voluntary churn.  Deliberate churn 
is the problems that most churn management solutions try to 
battle.  This type of churn occurs when a customer decides to 
move his/her custom to a competing company.  Reasons that 
could lead to a customer’s deliberate churn include 
technology-based reasons, when a customer discovers that a 
competitor is offering the latest products, while their existing 
supplier cannot provide them.  Economical reasons include 
finding the product at a better price from a competing 
company.  Examples of other reasons for deliberate churn 
include quality factors such as poor coverage, or possibly bad 
experiences with call centers etc [3].  
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    Companies have realized that they need to understand the 
needs of their customers.  Liu and shih [4] reinforce this 
statement by suggesting that intense competition is forcing 
organizations to develop novel marketing strategies to capture 
customer needs, and improving satisfaction and retention.  
Canning [5] states that selling more to everyone is no longer a 
profitable sales strategy and a market place that continually 
grows more competitive requires an approach that focuses on 
the most efficient use of sales resources. 
    Much work has been done in the area of CRM and 
predicting customer behavior, although it appears that to-date 
customer churn management has not received the attention 
that it requires. 
 

III.  THE DATA AND VARIABLES 
    The data used for model development includes information 
about customer complaints and repair interactions with the 
company.  It was brought to the attention of the author that 
with a big service provider and infrastructure owner it is not 
possible to make use of demographic and usage data due to 
monopoly regulations.   
    Due to data protection and the sensitivity of the data the 
variables will be loosely described, however a full discussion 
on the results obtained from each of the technologies will be 
given.  Three groups of variables have been combined to 
create the dataset:  
 

1) Provisions Data – This data represents estimations 
that are made by the company regarding the 
resolution of a complaint or repair. 

2) Complaints Data – This data represents the 
information regarding complaints. 

3) Repairs Data – This data represents all information 
about a fault and repair. 

 
    Some of the provisions variables include a count of the total 
number of appointments that were broken.  If the count is 
greater than one then a promise had previously been broken.  
The provisions data also includes the number of days by 
which a promise had been delivered late.   
    The customer complaints data includes variables related to 
the type of complaint, duration of the complaint from the 
initial customer contact to resolution, the number of days the 
complaint ran over the resolution date, the number of 
complaints made within a certain time period and if the 
company refunded any money to the customer as a result of 
the complaint.  Repairs data include variables such as the 
duration of a repair, how many appointments had been made, 
how many engineers had visited the site and the type of fault.   
    The company that provided the data is one of the largest in 
the world in its domain.  It contains huge data warehouses 
holding information on a wide variety of products and 
services and millions of customers.  The information in this 
paper does not reflect the actual churn rates of the sponsoring 
company.  It was decided to use a small sample of data for 
training and validation of the models.  The training set was 

scaled down to 202 customers, approximately 50% of the 
customers were churners and 50% of the customers were non-
churners.  The validation set contains a total of 700 customers 
and has been comprised of 30% churners and 70% non 
churners.  Experiments performed on the technologies also 
involve training and testing on the same data.  It was the 
understanding of the authors that testing the models with the 
same data used to train them should result in a very high 
accuracy and provide a measure of how each technology 
performs.   
    Wei and Chiu, [2] randomly selected variables from their 
case study data warehouse resulting in a dataset of 1.5% - 2% 
churners and 98% - 98.5% non-churners.  Recognizing that 
this ratio would potentially jeopardize the learning 
effectiveness of their model and result predictions that favor 
only the majority decision class (non-churners), resulting in a 
‘null’ prediction system, they adopted a multi-classifier class 
combiner approach as proposed by Chan et al., [6].  Given a 
set of training instances, this method creates S multiple 
training subsets with a desired class ratio, where the instances 
having the majority decision class are randomly and evenly 
partitioned into training subsets.  The instances belonging to 
the minority decision class are replicated across the training 
subsets.  So basically the majority set, in this case being the 
non-churners, would be sub-divided into maybe 10 subsets 
then the minority set (the churners) will be included in every 
subset, resulting in ten datasets with a much higher churn to 
non-churn ratio.  The dataset created by the authors are similar 
in principle to those created by Wei and Chiu [2] and Chan et 
al., [6], and are sufficient to overcome the skewed distribution 
problem.   
       

IV.  THE CHURN PREDICTION MODELS 
    Many techniques have emerged for the purpose of 
predicting a required outcome.  The methods that are most 
frequently used in research, therefore the most popular, have 
been recognized as neural networks, classification trees and 
regression [1, 7-23].  The authors have investigated the 
suitability of these technologies for predicting customer churn 
using the complaints data previously mentioned.   
    A model was created for each of the chosen technologies 
(Linear Regression, Regression Tree and Neural Network).  
Each of the models was constructed using the same training 
dataset.  The training dataset comprised of 202 customers with 
a 50:50 ratio of churners and non-churners.   
    The regression tree and neural network models were created 
using Matlab.  Matlab is a high-level language and interactive 
environment that enables its users to perform rigorous tasks 
much faster than they could be done using conventional 
programming languages.  Matlab has many pre-written 
toolboxes that can be used with minimum training to perform 
experiments using many advanced technologies.  Some 
examples of toolboxes available include neural networks, 
statistics, fuzzy logic and signal processing.  The author has 
used Matlab with the neural network toolbox and the 
statistical toolbox.   

World Academy of Science, Engineering and Technology
International Journal of Industrial and Manufacturing Engineering

 Vol:2, No:4, 2008 

525International Scholarly and Scientific Research & Innovation 2(4) 2008 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 I
nd

us
tr

ia
l a

nd
 M

an
uf

ac
tu

ri
ng

 E
ng

in
ee

ri
ng

 V
ol

:2
, N

o:
4,

 2
00

8 
pu

bl
ic

at
io

ns
.w

as
et

.o
rg

/1
79

3.
pd

f



 

 

    The linear regression model was developed using SPSS.  
SPSS was used to identify the variables used in the regression 
model and the regression equation was constructed from 
these. 
    A neural network is an analogous data processing structure 
that possesses the ability to learn.  The concept is loosely 
based on a biological brain and has successfully been applied 
to many types of problems, such as classification, control, and 
prediction [24]. 
    Classification and regression trees (CART) are constructed 
by recursively splitting the instance space into smaller 
subgroups, although only until a specified criterion has been 
met.  The decrease in impurity of the parent node against the 
child nodes defines the goodness of the split.  The tree is only 
allowed to grow until the decrease in impurity falls below a 
user defined threshold.  At this time the node becomes a 
terminal, or leaf node. 
    Regression analysis is a popular technique used by the 
researchers dealing with predicting customer satisfaction.  
Even those who have aimed to develop more complex models 
have initially begun their research with basic regression 
models [3]. 
 

V.  NEURAL NETWORKS 
Artificial neural networks have been successfully used to 

estimate intricate non-linear functions.  Neural networks are 
different from decision trees and other classification 
techniques because they can provide a prediction with its 
likelihood.  Various neural network approaches have emerged 
over time, each with varying advantages and disadvantages 
[25], however greater detail into these variances is beyond the 
scope of this paper.  Research suggests that neural networks 
outperform decision trees and logit regression for churn 
prediction [7]. 
    According to Rygielski [12] neural networks provide a 
more powerful and accurate means of prediction, however 
there is a potential risk of finding sub-optimal solutions, and 
over fitting when compared with a decision tree.  Another 
important factor to be aware of when considering the use of 
neural networks is that they do not uncover patterns in an 
easily understandable form [7].    
    Rygielski [12] discuss Neural Networks as data mining 
technique for customer relationship management.  According 
to his work, neural networks provide a more powerful and 
predictive model than other techniques.  They are also 
documented to be applicable to a wider area of applications. 
However other disadvantages should be taken into account, 
like clarity of output, implementation and construction of 
model.  
    Several experiments where performed using feed-forward, 
back propagation neural networks.  The architecture remained 
the same however different activation functions where applied 
to assess which activation function performed the best for 
predicting customer churn based on the authors data.  All 
architectures consisted of twenty four inputs, two layers and 
the output layer. Various activation functions where also 

investigated.  An illustration of the architecture can be viewed 
in Fig. 1. 
 

 
Fig. 1 Neural Network Architecture 

 
    First the neural network was constructed using the logsig 
activation function and trained using the training dataset 
containing a 50/50 ration of 202 customers.  The performance 
of the neural network was then validated by instructing it to 
predict the churners from the same training set.   Churn is 
indicated in our dataset as a 0 for non-churn or a 1 for churn, 
however due to the nature of the neural network a decimal 
value between 0 and 1 is predicted as for each customer (the 
churn risk).  The greater the churn risk, the more likely that 
customer is of churning.  This allows the authors to manually 
define the churn threshold and could be viewed as ‘fine 
tuning’ the results.  The varied churn risks obtained from the 
neural network is illustrated in Fig. 2. 
 

 
Fig. 2 Logsig Churn risk Predictions 

 
    It can be observed from Fig. 2 that the churn risks for each 
of the customers are extremely varied.  Several experiments 
where performed to establish the most accurate churn 
threshold.  It was established that a threshold of 0.7 provided 
the most accurate results for predicting customer churn.  The 
confusion matrix in Fig. 3 illustrates the results obtained from 
basing the neural network on the logsig function and setting 
the churn threshold to 0.7. 
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Fig. 3 Logsig Function Churn Results 

 
    It can be viewed from the confusion matrix in fig 3 that the 
results where reasonably accurate.  We will measure the 
accuracy using a simple formula by dividing the predicted 
churners by the actual churners.  This shows that the feed-
forward, back-propagation neural network using the logsig 
activation function has provided 90% accuracy.   
    Neural networks where also created with the purelin 
activation function and Satlin activation function.   The 
purelin activation function also provided 90% accuracy but 
the Satlin activation function gave 41% accuracy.  Based on 
these results, the authors decided to construct their neural 
network using the logsig activation function.   
    With the best activation function identified the authors 
constructed another neural network using the Bayesian 
architecture.  Both the Bayesian and standard feed-forward 
back propagation neural networks where trained using the 
training dataset and validated using the validation dataset.  
The results are displayed in Fig. 4. 
 

Bayesian Architecture 

 
 

Standard Architecture 
 

 
 

Fig. 4 Neural Network Validation 
 

    As can be viewed in Fig. 4, the Bayesian architecture 
correctly identified 70% of the churners while the standard 

feed-forward architecture only identified 55% of the churners.  
However the standard architecture correctly identified 79% of 
the non-churners while the Bayesian architecture identified 
75% of the non-churners correctly.  The real difference 
between the two architectures can be seen when the actual 
prediction accuracy is calculated.  The prediction accuracy can 
be calculated by dividing the total number of correct 
predictions by the size of the dataset.  This shows that the 
Bayesian framework has a prediction accuracy of 74% and the 
standard framework has a prediction accuracy of 72%.   
    An analysis of the weights established for the twenty four 
variables that where presented to the neural network suggests 
that seven variables held more significance for predicting 
customer churn than the others.  These variables are as 
follows:  
 

1) How many engineers arrived on site 
2) How long the customer had been with the company 
3) How long the repair took 
4) No. of appointments made for repair 
5) The resolution time 
6) If an order has been placed 
7) How many times the repair has been transferred 

 
VI.  DECISION TREES 

    The most popular type of predictive model is the decision 
tree.  Decision trees have become an important knowledge 
structure, used for the classification of future events [26]. 
Decision tree development usually consists of two phases, tree 
building and tree pruning.  The tree-building phase consists of 
recursively partitioning the training sets according to the 
values of the attributes.  The partitioning process continues 
until all, or most of the records in each of the partitions 
contain identical values.  Certain branches may need to be 
removed because it is possible that they could consist of noisy 
data.  The pruning phase involves selecting and removing the 
branches that contain the largest estimated error rate.  Tree 
pruning is known to enhance the predictive accuracy of the 
decision tree, while reducing the complexity [7].  
    A classification and regression tree (CART) is constructed 
by recursively splitting the instance space into smaller 
subgroups until a specified criterion has been met.  The 
decrease in impurity of the parent node against the child nodes 
defines the goodness of the split.  The tree is only allowed to 
grow until the decrease in impurity falls below a user defined 
threshold.  At this time the node becomes a terminal, or leaf 
node [19].  
    Classification trees where used to establish if they would 
offer a better method of predicting customer churn using 
complaints and repairs data.  The authors chose to use 
regression trees rather than classification trees because one of 
the aims of the research is to identify the customer churn risk.  
The target data is either represented by a 0 for non-churn or a 
1 for churn so the classification tree will return a 0 or 1 when 
making predictions.  The authors require the model to return a 
decimal value.   
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    Twenty four variables where used to train the train the 
regression tree however the resulting rules where based on 
only seven of these variables.  These variables are as follows:  
 

1) Cash Conceded 
2) No. of Complaints 
3) No. of appointments made for repair 
4) Type of customer 
5) No. of missed appointments 
6) No. of appointments made to a customer 
7) If an order has been placed 

 
The variables selected for the rules are not very surprising 

and create a fairly accurate rule base for predicting customer 
churn.  When the tree was used to predict churn on the 
validation dataset the following results where obtained: -  

 

 
Fig. 5 Regression Tree Churn Prediction 

 
    It can be observed from the confusion matrix in fig 6 that 
the regression tree provided good results for churn prediction 
correctly predicting 66% of the churners and 88% 0f the non-
churners, with an overall accuracy of 82%.  Another 
advantage of using a classification tree is the extracted rules 
could be used for creating a fuzzy clustering model however 
that is beyond the scope of the current research but maybe 
investigated at a later stage.   
     

VII.  REGRESSION 
    The final method that was used for analysis was regression.  
Regression analysis is a popular technique used by the 
researchers dealing with predicting customer satisfaction.  
This provides a first step in model development.  Mihelis et al. 
[27] developed a method to determine customer satisfaction, 
using an ordinal regression based approach.  Another model 
for assessing the value of customer satisfaction was developed 
by Rust and Zahorik [28].  They used logistic regression to 
link satisfaction with attributes of customer retention.  They 
claim that the logistic function can be interpreted as providing 
the retention probability.   
    SPSS was used to calculate the standard error rate for each 
of the variables used in the regression model and out of the 
total of twenty four variables only fourteen where used in the 
model.  With the standard error rates calculated we can obtain 
the seven variables that hold the most significance for 
predicting customer churn in respect to linear regression.  
These variables are as follows:  

1) No. of appointments made to a customer 
2) How many times the repair has been transferred 
3) How long the repair took 
4) Type of complaint 
5) No. of Complaints 
6) No. of repairs 
7) How long a promise was delivered late 
 

    With the variables selected and the standard error for each 
of these variables determined, the regression model was 
constructed using the following shown in “(1)”:  
 

)14(*)589.2()13(*)016.0(
)12(*)617.0()11(*)835.2()10(*)098.0(

)9(*)449.1()8(*)225.1()7(*)913.2(
)6(*)002.0()5(*)699.1()4(*)314.2(

)3(*)715.8()2(*)311.6()1(*)074.0(480.0

VarVar
VarVarVar

VarVarVar
VarVarVar

VarVarVarChurn

−+++
++++++

−+++++
−+++−+

−+++−+=

  (1) 

 
     With the regression model created predictions where made 
on the validation dataset.  The results can be viewed in Fig. 6. 
 

 
Fig. 6 Results for Regression 

 
    It can be observed from the confusion matrix in fig 6 that 
regression correctly predicted 51% of the churners and 94% of 
the non-churners, with an overall accuracy of 81%.  It is 
interesting that the linear regression model outperformed all 
over technologies for predicting non-churners but was not as 
accurate at predicting the more difficult churn customers.   
 

VIII.  COMPARISON OF RESULTS 
It is apparent that each of the technologies provides varying 

results.  The results for all methods can be viewed in Fig. 7. 
 

Predicted 
Churn

Predicted 
Non-Churn

Overall 
Accuracy

NN FF/BP Bayesian 
Architecture 70% 75% 74%

NN FF/BP Standard 
Architecture 55% 79% 72%

Decision Tree 66% 88% 82%

Regression 51% 94% 81%

Accuracy %

 
Fig. 7 Overall Comparison of Technologies 

 

World Academy of Science, Engineering and Technology
International Journal of Industrial and Manufacturing Engineering

 Vol:2, No:4, 2008 

528International Scholarly and Scientific Research & Innovation 2(4) 2008 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 I
nd

us
tr

ia
l a

nd
 M

an
uf

ac
tu

ri
ng

 E
ng

in
ee

ri
ng

 V
ol

:2
, N

o:
4,

 2
00

8 
pu

bl
ic

at
io

ns
.w

as
et

.o
rg

/1
79

3.
pd

f



 

 

It can be observed from Fig. 7 that neural networks with a 
Bayesian framework perform the best for predicting customer 
churn while linear regression is very accurate for predicting 
non-churn.  Overall the best performing technology was the 
regression tree and the poorest was the standard neural 
network.   
    The most difficult class of customers to predict and the 
most important, are the churners.  This means that the most 
accurate method for the author’s research is the neural 
network using Bayesian architecture.  The table in Fig. 8 
compares the most significant variables of all three 
technologies:  
 

 Technology 
Variables  

Neural 
Networks 

Regression 
Trees 

Linear 
Regression 

No Of Appointments 
made    

No. of Repairs    
Overdue    

Repair Transfer Count    
Duration of Repair    

Complaint Type    
No. of Complaints    

No. of Broken 
Appointments    

Cash Conceded    
No. Missed 

Appointments    
No. Repair 

Appointments    
If an Order Has Been 

Made    
Repair Has Been 

Transferred    

No. of Engineers On Site    

 Resolution Time    
Duration of Repair    
Length of Custom    

Fig. 8 Most Significant Variables 
 

As can be viewed from Fig. 8, four of the variables were 
used by more than one of the technologies.  Complaint type 
represents information about the sort of complaint which was 
reported.  No. of complaints records how many times the 
customer has logged a complaint with the company.  These 
two variables were used by both the regression tree and linear 
regression models.  No. repair appointments records how 
many appointments were taken to complete a repair.  The 
variable if an order has been placed records if a customer has 
placed an order to repair a fault.  These two variables are used 
by both neural networks and regression trees. 
    From this information we can assume that from the twenty 
four original variables, the most significant are complaint 
type, No. of complaints, No. of repair appointments and if an 
order has been placed as these are used by multiple 
technologies. 

 

IX.  FUTURE RESEARCH 
    The next stage of the author’s research will involve 
performing a deeper analysis into the customer data to try to 
establish new variables that will enhance the predictions of the 
technologies based on the existing ones.   For example, if a 
customer has made several complaints throughout the year, 
the author’s could use standard deviation to create a new 
variable that records how often the customer complains in 
terms of average time intervals.  It is possible that a customer 
who has made four complaints may differ from another 
customer who has made the same number of complaints if the 
complaints where made during a short amount of time or 
spread over the whole year.  The author’s assume that 
experiments such as this could offer some interesting effects 
on the accuracy of the predictions. 
    With the most suitable technology for predicting customer 
churn identified, the author’s future research directions will 
focus on creating customer lifetime profiles based on the 
loyalty index rates defined by the neural network.  These 
profiles will allow the company to fit their customer base into 
n categories and make a long estimation on when a customer 
is potential going to terminate their service with the company. 
    An interesting observation seen in fig 7 is the fact that the 
best overall technology for predicting customer churn/non-
churn is decision trees, however the neural network with 
Bayesian architecture was the best technology for predicting 
churners, while the basic regression model was the best at 
predicting non-churners.  Based on this, the authors would 
like to investigate a two-wave churn prediction approach 
where the customer base is first analyzed for non-churners 
using a regression model and then analyzed again for churners 
using the neural network model.  Undoubtedly this would lead 
to certain customers appearing in both the churn and non-
churn groups, therefore a third group of ‘fuzzy customers’ 
would be created.    An analysis and investigation into this 
idea would allow the authors to make a decision on if these 
customers should belong to the non-churner group, churner 
group or remain in their own group as customers requiring 
none or immediate attention.   
    Further to the profiling of the customers a real time 
environment will be developed to constantly monitor the 
customer’s interactions with the company and dynamically 
shift a customer to a more appropriate profile if needed.   
    The authors would like to investigate the use of fuzzy 
clustering methods for analysing the customer base as an 
extension to the neural network, decision tree and regression 
experiments that have already been performed.  This will be 
investigated in due course as long as time is permitting. 

 
X.  CONCLUSION 

    This research has provided some interesting results and 
insights into predicting customer churn and the varying 
technologies available for the purpose of prediction.  As 
mentioned, it is apparent from Fig. 7 that the decision tree is 
the best overall technique; this is probably because of its rule 
based architecture.  The decision tree consists of a complex 
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rule set and filters customers down the rules (the tree) to either 
churn or not churn.  The process is more on classifying the 
customers into two groups therefore it can take into account 
both churn and non-churn.  The neural networks and 
regression have been trained to make calculations to decide if 
customers are churners.  The accuracy depends mainly on the 
weights for the neural networks and coefficients for the 
regression.  By playing around with these figures it maybe 
possible to boost the accuracy of the technologies however 
manual adjustments would be time consuming and difficult. 
    From the fourteen variables used by linear regression only 
two of the variables where also present for the classification 
tree, cash conceded and no. of complaints made.  Several 
assumptions can be made from this comparison.  First we can 
assume that the most important variables from our complaints 
data are cash conceded and the number of complaints made by 
a customer and secondly we can determine that just because 
certain data works with one technology it doesn’t necessarily 
mean it will work best with another.   
    This work has addressed several research gaps.  It was 
identified from the literature that most researchers focus churn 
prediction on usage and demographic data.  The author’s 
research shows significant accuracy for predicting customer 
churn using repairs and complaints data, proving that repairs 
and complaints influence customer’s decisions to stay with 
their service providers. 
    Earlier research has focused on simplistic classification of 
customers as churners and non-churners.  This research has 
extended previous research by modeling the churn risk and 
loyalty index in a continuous fashion.  This research has also 
identified the key variables that affect churn.  In addition, it 
has proposed an accurate and validated model for churn 
prediction. 
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