
Abstract—A reconfigurable manufacturing system (RMS) is an
advanced system designed at the outset for rapid changes in its hard-
ware and software components in order to quickly adjust its production
capacity and functionally. Among various operational decisions, this
study considers the scheduling problem that determines the input
sequence and schedule at the same time for a given set of parts. In
particular, we consider the practical constraints that the numbers of
pallets/fixtures are limited and hence a part can be released into the
system only when the fixture required for the part is available. To
solve the integrated input sequencing and scheduling problems, we
suggest a priority rule based approach in which the two sub-problems
are solved using a combination of priority rules. To show the effec-
tiveness of various rule combinations, a simulation experiment was
done on the data for a real RMS, and the test results are reported.

Keywords—Reconfigurable manufacturing system, scheduling,
priority rules, multiple process plans, pallets/fixtures

I. INTRODUCTION

URRENT competitive markets, together with fast social
and technological progresses, has made the manufacturing

environment be highly uncertain. Under such a situation, it is
necessary for manufacturing firms to adopt more advanced
manufacturing technologies that are: (a) more responsive with
shorter lead-time; (b) more product variety; (c) high quality;
and (d) lower price. To cope with these requirements, various
manufacturing paradigms have been emerged during the last
decades.

Among others, reconfigurable manufacturing is the most
recent paradigm to reduce the time to launch a new manufac-
turing system. A reconfigurable manufacturing system (RMS),
alternatively called a modular or changeable manufacturing
system, is defined as the one designed at the outset for rapid
changes in its hardware and software components in order to
quickly adjust its production capacity and functionality in re-
sponse to sudden market changes or intrinsic system changes
[1]. In other words, a new system can be developed using basic
hardware and software components that can be reconfigured
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quickly, i.e., short ramp-up time, and it has flexibility not only
in product variety, but also in system changes. Here, ramp-up
implies that a production system must be fine-tuned before it
can constantly produce products at the required quality and
production volume. In fact, an RMS, as an intermediate para-
digm between dedicated and flexible manufacturing systems,
was designed to adjust production capacity, functionality, and
flexibility exactly needed. Therefore, the RMS has the potential
to offer a cheaper solution compared to dedicated and flexible
manufacturing systems because it can increase life and utility of
a manufacturing system. See [2]–[4] for more details on RMSs.

Various design and operation problems have been emerged
for RMSs. According to Mehrabi et al. [2], they can be classi-
fied into system-level issues, component-level issues, and
ramp-up time reduction issues. Among system level ones, in
this study, we focus on the input sequencing and scheduling
problems. The input sequencing is the problem of determining
the sequence of the parts released into the system. On the other
hand, the scheduling is to determine the schedule of the re-
leased parts, i.e., where (on which machine) and when (in what
sequence) operations of the parts are to be processed. To the
best of the authors’ knowledge, there are no previous studies on
scheduling in RMSs. However, since the RMS is actually a type
of flexible manufacturing system (FMS) in itself for a given
system configuration, the input sequencing and scheduling
problems are similar to those of FMS and hence the literature
review is done on the two problems in FMSs.

Most previous studies on input sequencing are done on
flexible flow system and adopt the cyclic sequencing approach
based on a minimal part set, i.e., set of the smallest integers
representing the product-mix of part types [5]–[7]. Unlike these,
some articles consider input sequencing in job-shop type FMSs.
Escudero [8] develops an algorithm to balance workloads
among the machine groups, and Lee and Kim [9] compare
several part input sequencing methods in which sequences are
determined based on a minimal part set. Also, Kim et al. [10]
suggest two-stage heuristic algorithms that decompose the
entire problem into input part grouping and sequencing prob-
lems. See Melnyk and Ragatz [11] for various order release
mechanisms. There are a number of previous studies on FMS
scheduling, most of which determines the schedule of the jobs
released into the system. For example, Lee and Kim [9] suggest
priority rule based heuristics and a meta-heuristic for the FMS
makespan scheduling problem after decomposing the entire
problem into machine selection and job scheduling. Recently,
Speedhar Kumar et al. [12] suggest other meta-heuristics for
the FMS scheduling problem that minimizes makespan. See
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Low and Wu [13], Noorul Haq et al. [14] and Low et al. [15]
for other studies on various FMS scheduling problems. Also, in
the aspect of scheduling theory, the FMS scheduling problem
can be regarded as the flexible job shop scheduling problem
with alternative machines. See [16]-[18] for previous studies on
the flexible job shop scheduling problems with alternative
machines.We consider the input sequencing and scheduling
problems at the same time for an RMS. In fact, this study was
motivated from a research project that develops an RMS and
hence some practical considerations must be incorporated in
the two problems. More specifically, in input sequencing, we
consider the practical constraint that the numbers of pallets and
fixtures are limited and hence a part can be released into the
system only when the pallet and fixture required for the part are
available. Also, in scheduling for the parts released into the
system, we consider alternative operations and machines at the
same time due to the inherent flexibility of machines in the
RMS. Here, alternative operations and machines are considered
in the form of multiple process plans, i.e., each part can be
processed on alternative operations, each of which can be
processed on alternative machines. Note that the scheduling
problem considered in this study is flexible job shop scheduling
with multiple process plans. See [19]-[25] for previous studies
on the problem.Due to the complexity of the problem consi-
dered in this study, we suggest a priority scheduling approach
in which input sequencing and scheduling are done simulta-
neously by employing a combination of three types of priority
rules, i.e., part input sequencing, operation/machine selection
and job sequencing rules. Recall that the scheduling
sub-problem is flexible job shop scheduling with multiple
process plans and hence has two main decisions: (a) process
route of each part, i.e., operation/machine selections; and (b)
sequence of the parts assigned to machines, i.e., job sequencing.
To show the effectiveness of various rule combinations, a si-
mulation experiment was done on the data for a real RMS, and
the test results are reported. Because we adopt the practical
priority scheduling approach, multiple objectives can be con-
sidered in this study. They are minimizing makespan (for
maximizing system throughput), minimizing mean flow time
(for minimizing work-in-process), and minimizing mean tar-
diness (for meeting due-dates), respectively.

Although the priority rule based scheduling approach has a
disadvantage that its performance is far from optimal, it is much
more applicable to various practical situations because it is easy
to implement, simple to be understood by system managers and
operators, and also very short computation times. Recall that
this study was motivated from a practical research project and
hence the priority scheduling approach is more appropriate than
others such as branch and bound, meta-heuristics, etc.

This paper is organized as follows. In the next section, the
RMS and the problem are described in more detail with the
required assumptions. The priority rules are explained in third
section, and simulation results for the data on a real RMS are
reported in the fourth section. The final section concludes the
paper with a summary and discussion of future research.

II. SYSTEM AND PROBLEM DESCRIPTION

The RMS considered in this study is shown in Fig. 1. As can
be seen in the figure, the RMS consists of several identical
computer numerical control machines, each of them has an
automatic tool changer and a tool magazine of a limited ca-
pacity. Due to the reconfigurability, the RMS has the capability
that system components, such as machines, loading/unloading
stations, etc., can be added or removed quickly.

Fig. 1 Schematic description of the RMS

Each part can be released into the RMS through the load-
ing/unloading station after it is mounted on a pallet and then
fixed using a required fixture type. As stated earlier, the num-
bers of pallets and fixtures are limited and hence a part can be
released into the system only when the pallet and fixture re-
quired for the part are available. After released into the system,
the part goes into the central buffer, i.e., the automatic retriev-
al/storage system (AS/RS). It is assumed that the buffer capac-
ity is limited. Each part stored in the central buffer is sent to the
machines for processing its operations. To perform an opera-
tion on each machine, one or more tools are required, each of
which requires one or more slots in the tool magazine. After the
required operations of a part are performed, the part fixed with
a fixture on a pallet exits the system through the load-
ing/unloading station. Then, the part is removed from the pallet,
together with the fixture.

Each part is associated with a multiple process plan that
specifies alternative operations, their sequence, and alternative
machines on which each operation is to be processed. To rep-
resent a multiple process plan, we use the network model of Ho
and Moodie [26] that consists of three node types: source,
intermediate and sink nodes. The source and the sink nodes are
dummy ones that represent starting and ending of processing a
part. The intermediate nodes represent alternative operations,
together with alternative machines that can perform each of the
operations, and their processing times. The processing time of
an operation is the same over the machines since the machines
are identical. Also, an arc connecting two nodes represents the
precedence relation between the corresponding two operations.
In particular, the OR relations represent alternative opera-
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tion/machine pairs. More specifically, if a pa
relation, it must select one of the correspon
operation/machine pairs. In summary, a pa
through a path (set of intermediate nodes) from
sink node. Fig. 2 shows an example of the netw
multiple process plan with 1 OR relation an
nodes, adopted from Doh et al. [25].

Fig. 2 Representing a multiple process p

The input sequencing and scheduling proble
this study has three main decisions: (a) part inp
process route of each part, i.e., operation/ma
and (c) sequence of the parts assigned to ma
sequencing. Here, an operation/machine selec
tiple process plan network model is done by
chine because the machine is associated with
tion.It is assumed that part types and their prod
to be produced during the planning horizon 
vance, and each part type requires a predeter
erations. Also, it is assumed that a loading p
specifies assignments of operations and their cu
machines. See Kim et al. [27] for more detail
problem in FMSs. As stated earlier, the objec
are makespan, mean flow time, and mean ta
tively.This study considers a static and determ
the problem. In other words, all jobs are ready 
time zero, i.e., zero ready times, and the job de
processing times, due dates, etc., are determini
advance. Other assumptions made for the prob
machine can process only one operation 
pre-emption is not allowed, i.e., once a job i
machine, it will stay on that machine until its
setup times are sequence-independent and h
cluded in processing times; and (d) transportat
machines are ignorable or can be included in 
if necessary.

III. PRIORITY RULES

As mentioned earlier, we suggest the pri
approach in which the RMC scheduling pro
sequencing and scheduling) is solved using a
priority rules. Recall that the problem conside
can be decomposed into three sub-problems

part meets an OR
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part is completed
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 its completion; (c)
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quencing, another for operation/mac
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fixture. Also, an operation/machine
select an operation/machine pair if tw
available. In fact, operation/machine
lecting a machine because the mach
next operation. Finally, a job sequenc
job among those waiting in a queue
machine becomes available.

In this study, we test 48 priority
input sequencing rules, 1 operation/m
8 job sequencing rules. These rules w
are known to be better than others in
shop scheduling [25].
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SP select a machine (and its operation) with the shortest
processing time of the imminent operation, i.e., se-
lect a machine k* that satisfies the following condi-
tion

}{minarg* )( kiijKk tk ,

where K is the set of machines that the corres-
ponding operation can be processed

Job sequencing rules

FIFO select a part that arrived the earliest at the queue of
the machine

SPPT select a part with the shortest part processing time,
i.e., the sum of processing times of the operations for
the part. If no OR relation exists after the current
operation in the network representation of multiple
process plans, select a part i* that satisfies the fol-
lowing condition

}{minarg*
iJj ijkktNi ti

where Ji is the set of operations of part i. Otherwise,
select a part with the smallest average part
processing time (over alternative process routes).

LWKR select a part with the least work remaining. If no OR
relation exists after the current operation, select a
part i* that satisfies the following condition.

}{minarg* )(iijktNi wi

Otherwise, select a part with the smallest average
remaining work.

EDD select a part with the earliest due date.

CR select a part with the minimum CR value. If no OR
relation exists after the current operation, select a
part i* that satisfies the following condition.

}/){(minarg* )(iijiktNi wtdi

Otherwise, select a part with the minimum average
CR value.

MDD select a part with the minimum modified due date. If
no OR relation exists after the current operation,
select a part i* that satisfies the following condition.

},{max(minarg* )(iijiktNi wtdi

COVERT select a part with the maximum COVERT value,
i.e., ratio of expected delay penalty to the
processing time. If no OR relation exists after the
current operation, select a part i* that satisfies the
following condition

kji
iij

iiji
ktNi t

wba

twd
i )(

)(

)(
/

)(
1maxarg*

where x+ denotes max(0,x). Otherwise, select a job
with the maximum average COVERT value.

ATC select a part with the maximum apparent tardiness
cost. If no OR relation exists after the current oper-
ation, select part i* that satisfies the following con-
dition

kiij

kiijkiijiiji
ktNi t

tatttwbd
i

)(

)()()( /)(exp
maxarg*

where t is the average processing time for the op-
erations of waiting jobs.

In COVERT and ATC, a and b are the parameters used to
estimate the completion time of a job while considering the
waiting time of operations in queues and machine utilization.

IV. SIMULATION RESULTS

To compare the performances of the rule combinations, a
simulation experiment was done on the various RMS configu-
rations and the results are reported in this section. Since the
RMS is being developed, we could not obtain the real data on
part types. Instead, we generated various data based on the
experiences of the project partners. More specifically, we
generated 10 instances for each of 12 combinations of four
levels of the number of machines (3, 4, 5 and 6) and three levels
of the number of part types (30, 50 and 100). Also, multiple
process plans for each part type was generated randomly in
order to consider various process routing configurations. The
detailed data were generated as follows. The number of opera-
tions for each part and the number of alternative opera-
tion/machine pairs were generated from DU(10, 20) and DU(1,
3), where DU(a, b) denotes the discrete uniform distribution
with a range [a, b]. Also, the processing time of each operation
was generated from DU(20, 100). Finally, the capacity of the
central buffer is 36 and the number of pallets (with fixtures)
was set to the number of part types. Here, 10% of the parts
share fixtures and pallets. For evaluation of the results, we use
the relative performance ratio because we could not obtain the
optimal solutions. Here, the relative performance ratio for a test
instance is defined as

bestbesta CCC /)(100 ,

where Ca is the objective value obtained using rule combination
a for the instance and Cbest is the best objective function value
among those obtained from the 48 rule combinations.

Test results on the rule combinations are summarized in
Tables I(a), (b), and (c) that show the average relative perfor-
mance ratios. As can be seen in the table, no one rule dominates
the others for the performance measures considered. For the
makespan measure (given in Table I(a)), the LPPT rule for
input sequencing and the ATC rule for job sequencing were
slightly better than the others. Among the 48 rule combinations,
SRF/TF-ATC, LRF/TF-ATC, SPPT-ATC, LPPT- FIFO,
LPPT-ATC, EDD-ATC, CR-ATC were slightly better than the
others. For the mean flow time measure (given in Table I(b)),
the SPPT rule for input sequencing and the COVERT rule for
job sequencing were slightly better than the others. Also, the
better rule combinations were SPPT- COVERT, SPPT-MDD
and SPPT-LWKR. Finally, for the mean tardiness measure

Operation/machine selection rule
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(given in Table I(c)), the best rule combination was
SPPT-COVERT.

TABLE I
(A) TEST RESULTS: MAKESPAN

Job sequencing
rules

Input sequencing rules
Average

SRF/TF LRF/TF SPPT LPPT EDD CR

FIFO 0.05* 0.05 0.06 0.03 0.04 0.05 0.05**

SPPT 0.08 0.08 0.09 0.06 0.08 0.09 0.08
LWKR 0.10 0.10 0.11 0.09 0.11 0.11 0.10
EDD 0.06 0.06 0.07 0.05 0.06 0.07 0.06
CR 0.08 0.08 0.09 0.07 0.08 0.08 0.08

MDD 0.10 0.10 0.11 0.09 0.11 0.11 0.11
COVERT 0.07 0.07 0.07 0.06 0.07 0.07 0.07

ATC 0.03 0.03 0.03 0.03 0.03 0.03 0.03
Average 0.07*** 0.07 0.08 0.06 0.07 0.08

* average relative performance ratio out of all instances
** average relative performance ratio of a job sequencing rule
*** average relative performance ratio of a input sequencing rule

(B) TEST RESULTS: MEAN FLOW TIME

Job sequencing
rules

Input sequencing rules
Average

SRF/TF LRF/TF SPPT LPPT EDD CR

FIFO 0.25 0.25 0.13 0.42 0.26 0.20 0.25
SPPT 0.13 0.13 0.06 0.30 0.13 0.10 0.14

LWKR 0.08 0.09 0.02 0.20 0.09 0.06 0.09
EDD 0.22 0.22 0.14 0.32 0.21 0.18 0.22
CR 0.14 0.14 0.06 0.25 0.13 0.10 0.14

MDD 0.08 0.09 0.02 0.20 0.09 0.06 0.09
COVERT 0.08 0.08 0.01 0.19 0.08 0.05 0.08

ATC 0.18 0.18 0.10 0.29 0.18 0.15 0.18
Average 0.15 0.15 0.07 0.27 0.14 0.11

See the footnotes of Table I(a).

(C) TEST RESULTS: MEAN TARDINESS

Job sequencing
rules

Input sequencing rules
Average

SRF/TF LRF/TF SPPT LPPT EDD CR

FIFO 0.28 0.28 0.15 0.46 0.28 0.23 0.28
SPPT 0.15 0.15 0.07 0.33 0.15 0.11 0.16

LWKR 0.09 0.10 0.02 0.22 0.09 0.07 0.10
EDD 0.25 0.25 0.15 0.36 0.23 0.21 0.24
CR 0.15 0.15 0.07 0.27 0.14 0.11 0.15

MDD 0.09 0.10 0.02 0.22 0.09 0.07 0.10
COVERT 0.08 0.09 0.01 0.21 0.08 0.06 0.09

ATC 0.20 0.20 0.12 0.33 0.20 0.17 0.20
Average 0.16 0.16 0.08 0.30 0.16 0.13

See the footnotes of Table I(a).

Figure 3 shows the performances of the rule combinations in
a graphical form.

Rule combination; a-b
a: operation/machine selection rule (A: SRF/TF, B: LRF/TF, C: SPPT, D: LPPT, E: EDD,
F: CR )
b: job sequencing rule (1-FIFO, 2-CR, 3- EDD, 4-MDD, 5-COVERT, 6-ATC, 7-SPPT,
8-LWKR)

Fig. 3 Performances of rule combinations

V. CONCLUDING REMARKS

This study considered the scheduling problem in a recon-
figurable manufacturing system, i.e., an advanced system de-
signed at the outset for rapid changes in its hardware and
software components. Each part is processed through a multiple
process plan in which each part can be processed by alternative
operations, each of which can be processed on alternative
machines. The decision variables are: (a) input sequencing; (b)
selecting operation/machine pairs (process routing); and (c)
sequencing the jobs assigned to each machine (job sequencing).
Since the problem is very complicated, we suggested a practical
approach in which the three decisions are done using a rule
combination for input sequencing, operation/machine selection,
and job sequencing. We tested 48 rule combinations, i.e., 6
rules for input sequencing, 1 rule for operation/machine selec-
tion and 8 rules for job sequencing. The performances of the 48
rule combinations were compared with a simulation experi-
ments on the data generated on a real RMC and the better rule
combinations were reported for each performance measure.

This research can be extended in several directions. First,
dynamic and stochastic versions of the problem, e.g., non-zero
and stochastic ready times, stochastic processing times, ma-
chine breakdowns, etc., must be considered. For the extensions,
the real-time scheduling approach may be an appropriate al-
ternative. Second, it is needed to consider a hybrid system with
reconfigurable manufacturing systems and legacy systems, e.g.,
set of numerical control machines together with human labor.

ACKNOWLEDGMENT

This work was supported by Ministry of Knowledge
Economy (MKE) grant funded by Korea government (Grant
Code: 10033895-2009-11). This is gratefully acknowledged.

REFERENCES
[1] Y. Koren, U. Heisel, F. Jovane, T. Moriwaki, G. Pritschow, G. Ulsoy, and

H. Brussel, “Reconfigurable manufacturing systems,” Annals of the CIRP,
vol. 48, pp.527-540, 1999.

[2] M. G. Mehrabi, A. G. Ulsoy, and Y. Koren, “Reconfigurable manufac-
turing systems: key to future manufacturing,” Journal of Intelligent
Manufacturing, vol. 11, pp.403-419, 2000.

[3] M. G. Mehrabi, A. G. Ulsoy, Y. Koren and P. Heytler, “Trends and
perspectives in flexible and reconfigurable manufacturing systems,”
Journal of Intelligent Manufacturing, vol. 13, pp.135-146, 2000.

[4] Z. M. Bi, S. Y. Y. Lang, W. Shen, and L. Wang, “Reconfigurable man-
ufacturing systems: the state of the art,” International Journal of Pro-
duction Research, vol. 46, pp.967-992, 2008.

[5] R. M. O’Keefe and R. Rao, “Part input into a flexible flow system: An
evaluation of look-ahead simulation and fuzzy rule base,” International
Journal of Flexible Manufacturing System, vol.4, pp.113-127, 1992

[6] K. E. Stecke, “Procedures to determine part mix ratios for independent
demands in flexible manufacturing systems, IEEE Transactions on En-
gineering Management, vol. 39, pp.359-369, 1992.

[7] T. M. Smith and K. E. Stecke, “On the robustness of using balanced part
mix ratios to determine cyclic part input sequence into flexible flow
systems, International Journal of Production Research, vol. 34,
pp.2925-2941, 1996.

[8] L. F. Escudero, “An inexact algorithm for part input sequencing and
scheduling and scheduling with side constraints in FMS,” International
Journal of Flexible Manufacturing Systems, vol. 1, pp.143-174, 1989.

[9] D.-H. Lee and Y.-D Kim, “Scheduling algorithms for flexible manufac-
turing systems with partially grouped machines,” Journal of Manufac-
turing Systems, vol.18, pp.301-309, 1999.

[10] Y.-D Kim, D.-H. Lee, and C.-M. Yoon, “Two-stage heuristic algorithms
for part input sequencing in flexible manufacturing systems,” European
Journal of Operational Research, vol.133, pp.624-634, 2001.

World Academy of Science, Engineering and Technology
International Journal of Industrial and Manufacturing Engineering

 Vol:6, No:2, 2012 

418International Scholarly and Scientific Research & Innovation 6(2) 2012 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 I
nd

us
tr

ia
l a

nd
 M

an
uf

ac
tu

ri
ng

 E
ng

in
ee

ri
ng

 V
ol

:6
, N

o:
2,

 2
01

2 
pu

bl
ic

at
io

ns
.w

as
et

.o
rg

/1
60

07
.p

df



[11] S. A. Melnyk and G. L. Ragatz, “Order review/release: research issue and
perspectives,” International Journal of Production Research, vol. 27,
pp.1081-1096, 1989.

[12] A. V. S. Sreedhar Kumar, V. Veeranna, B. Prasad Durga and B. Sarma
Dattatraya, “Optimization of FMS scheduling using non-traditional
techniques,” International Journal of Engineering Science and Tech-
nology, vol.2, pp. 7289-7296, 2010.

[13] C. Low and T.-H. Wu, ”Mathematical modeling and heuristic approaches
to operation scheduling problems in an FMS environment,” International
Journal of Production Research, vol.39, pp.689–708, 2001.

[14] A. Noorul Hag, T. Karthikeyan, and M. Dinesh, “Scheduling decisions in
FMS using a heuristic approach,“ International Journal of Advanced
Manufacturing Technology, vol.22, pp.374-379, 2003.

[15] C. Low, Y. Yip, and T.-H. Wu, “Modeling and heuristics of FMS sche-
duling with multiple objectives,” Computers and Operation Research,
vol.33, pp. 674–694, 2006.

[16] J. Gao, L. Sun and M. Gen, “A hybrid genetic and variable neighborhood
descent algorithm for flexible job shop scheduling problems,” Computers
and Operation Research, vol.35, pp.2892–2907, 2008.

[17] G. Vilcot and J.-C. Billaut, “A tabu search and a genetic algorithm for
solving a bicriteria general job shop scheduling problem,” European
Journal of Operations Research, vol.190, pp.398–411, 2008.

[18] W. Xia and Z. Wu, An effective hybrid optimization approach for mul-
ti-objective flexible job shop scheduling problems, Computers and In-
dustrial Engineering, vol.48, pp.409-425, 2005.

[19] A. Baykasoglu, “Linguistic-based meta-heuristic optimization model for
flexible job-shop scheduling,” International Journal of Production Re-
search, vol. 40, pp.4523–4543, 2002.

[20] Y.-H. Lee, C.-S. Jeong, and C. Moon, “Advanced planning and sche-
duling with outsourcing in manufacturing supply chain,” Computers and
Industrial Engineering, vol. 43, pp.351-374, 2002.

[21] Y.-K. Kim, K. Park and, J. Ko, “A symbiotic evolutionary algorithm for
the integration of process planning and job shop scheduling,” Computers
and Operation Research, vol. 30, pp.1151-1171, 2003.

[22] A. Baykasoglu, L. Özbakır, and A. I. Sönmez, “Using multiple objective
tabu search and grammars to model and solve multi-objective flexible
job-shop scheduling problems,” Journal of Intelligent Manufacturing, vol.
15, pp.777–785, 2004.

[23] B.-J. Park and H.-R. Choi A, “A genetic algorithm for integration of
process planning and scheduling in a job shop,” Lecture Notes in Artifi-
cial Intelligent, vol. 4304, pp.647–657, 2006.

[24] C. Ozguven, L. Ozbakir and Y. Yavuz, “Mathematical models for
job-shop scheduling problems with routing and process plan flexibility,”
Applied Mathematical Modelling, vol. 34, pp.1539–1548, 2010.

[25] H.-H. Doh, J.-M. Yu, J.-S. Kim, D.-H. Lee, and S.-H. Nam, “A priority
scheduling approach for flexible job shops with multiple process plans
(Submitted for publication),” Technical Report, Department of Industrial
Engineering, Hanyang University, Seoul, Korea, 2011.

[26] Y. C. Ho and C. L. Moodie, “Solving cell formation problems in a man-
ufacturing environment with flexible processing and routing capabili-
ties,” International Journal of Production Research, vol. 34,
pp.2901–2923, 1996.

[27] H.-W. Kim, J.-M. Yu, J.-S. Kim, H.-H. Doh, D.-H. Lee, and S.-H. Nam,
“Loading algorithms for flexible manufacturing systems with partially
grouped unrelated machines and additional tooling constraints,” to appear
in International Journal of Advanced Manufacturing Technology,
http://dx.doi.org/10.1007/s00170-011-3

World Academy of Science, Engineering and Technology
International Journal of Industrial and Manufacturing Engineering

 Vol:6, No:2, 2012 

419International Scholarly and Scientific Research & Innovation 6(2) 2012 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 I
nd

us
tr

ia
l a

nd
 M

an
uf

ac
tu

ri
ng

 E
ng

in
ee

ri
ng

 V
ol

:6
, N

o:
2,

 2
01

2 
pu

bl
ic

at
io

ns
.w

as
et

.o
rg

/1
60

07
.p

df




