
 

 

  
Abstract—Metrics is the process by which numbers or symbols 

are assigned to attributes of entities in the real world in such a way as 
to describe them according to clearly defined rules. Software metrics 
are instruments or ways to measuring all the aspect of software 
product. These metrics are used throughout a software project to 
assist in estimation, quality control, productivity assessment, and 
project control. Object oriented software metrics focus on 
measurements that are applied to the class and other characteristics. 
These measurements convey the software engineer to the behavior of 
the software and how changes can be made that will reduce 
complexity and improve the continuing capability of the software. 
Object oriented software metric can be classified in two types static 
and dynamic. Static metrics are concerned with all the aspects of 
measuring by static analysis of software and dynamic metrics are 
concerned with all the measuring aspect of the software at run time. 
Major work done before, was focusing on static metric. Also some 
work has been done in the field of dynamic nature of the software 
measurements. But research in this area is demanding for more work.  
In this paper we give a set of dynamic metrics specifically for 
polymorphism in object oriented system.  
 

Keywords—Metrics, Software, Quality, Object oriented system, 
Polymorphism. 

I. INTRODUCTION 

OFTWARE metrics are an integral part of the state-of-the-
practice in software engineering. Software metrics defines 

as the continuous application of measurement-based 
techniques to the software development process and its 
products to supply meaningful and timely management 
information [4] , together with the use of those techniques to 
improve that process and its products [3]. If the metric is to 
provide useful information, everyone involved in designing, 
implementing, collecting data for and utilizing a software 
metrics must understand its definition and purpose.  

Basic problems encountered when trying to accurately and 
reasonably measure dynamic properties   of a program are 
determining and assessing specifications, desirable metric 
qualities, technical limitations on data collection etc. Software 
metrics [8][9] measure different aspects of software product 
and therefore play an important role in analyzing and 
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improving software quality. Most of the metrics are based on 
criteria such as number of classes, number of links, number of 
inheritance and composition relationships, ratios attributes and 
operations in each class, depth of inheritance hierarchies etc.  

The field of metric in the object oriented system has many 
characteristics. In [1] had already 100 metrics are given to find 
out the complexity in software code. And in the field of object 
oriented system, in [2] there were more than 150 proposed 
metrics are given. But most of the metrics are based on the 
individual model and also of static nature.   

In this paper we focus on polymorphism in object oriented 
system. And give a set of 11 dynamic metrics for 
polymorphism in object oriented system. 

This paper is organized as follows: 
Section 2 defines the various steps to design a metric, 

Section 3 defines the properties on which metrics are 
designed, Section 4 define the way to classifying the metrics, 
section 5 defines the set of polymorphic metrics to measure 
dynamic nature, Section 6 defines the experimental details, 
Section 7 illustrate the analysis of results and finally 
conclusion and references are given in Section 8 and Section 9 
respectively.  

II. DESIGNING STEPS  
This section will discuss some steps to documenting the 

design of object oriented software metrics in order to insure 
understanding: 
 
a) Objective Statement: The objective for each metric can be 
formally defined in terms of one of the following functions, the 
attribute of the entity being measured and the goal for the 
measurement.  

• Understand: Metrics can help us to understand more 
about our software products, processes and services. 

• Evaluate:  Metrics can be used to evaluate our 
software products, processes and services against 
established standards and goals. 

• Control: Metrics can provide the information that we 
need to Control resources and processes used to 
produce our software. 

• Predict: Metrics can be used to predict attributes of 
software entities in the future. 

 
b) Clear Definitions: The second step in designing a metric is 
to agree to a standard definition for the entities and their 
attributes being measured. When we use terms like defect, 
problem report, size and even project, other people will 
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interpret these words in their own context with meanings that 
may differ from our intended definition. These interpretation 
differences increase when more ambiguous terms like quality, 
maintainability and user-friendliness are used. 
 
c) Define the Model:  The model    defines how we are going 
to calculate the metric. Some metrics called metric primitives 
that are measured directly and their model typically consists 
of a single variable. Other more complex metrics are modeled 
using mathematical combinations of metrics primitives or 
other complex metrics. Most modeling includes an element of 
simplification. When we create a software measurement 
model we need to be pragmatic. If we try to include all of the 
elements that affect the attribute or characterize the entity our 
model can become so complicated that it’s useless. Being 
pragmatic means not trying to create the perfect model. Pick 
the aspects that are the most important. Remember that the 
model can always be modified to include additional levels of 
detail in the future. 
 
d) Establish Counting Criteria: The next step in designing a 
metric is to break the model down into its lowest level metric 
primitives and define the counting criteria used to measure 
each primitive. This defines the mapping system for the 
measurement of each metric primitive. 
 
e) Decide what is Good: The fifth step in designing a metric 
is defining what is good. Once you have decided what to 
measure and how to measure it, you have to decide what to 
do with the results. Is 10 too few or 100 too many? Should 
the trend be up or down? What do the metrics say about 
whether or not the product is ready to ship? 
 
f) Metrics Reporting: The next step is to decide how to report 
the metric. This includes defining the report format, data 
extraction and reporting cycle, reporting mechanisms and 
distribution and availability. 
 
g) Additional Qualifiers: The final step in designing a metric 
is determining the additional metric qualifiers. A good metric 
is a generic metric. That means that the metric is valid for an 
entire hierarchy of additional extraction qualifiers. The 
additional qualifiers provide the demographic information 
needed for various views of the metric. The main reason that 
the additional qualifiers need to be defined as part of the 
metrics design is that they determine the second level of data 
collection requirements.  

III. DESIGNING PROPERTIES  
Designing new dynamic metrics [7] must ensure that they 

effectively capture the aspect of software behavior that they 
are intended to measure. New metrics [5] must also render 
clear and comparable numbers for any kind of program. 
Therefore, we discuss some general requirements for dynamic 
metrics, which address some of the most important factors, 
which may impact their usefulness. These properties not only 
helpful in designing the metrics, but can also be used in the 
evaluation of the applicability of a particular metric to specific 

purposes. These desirable properties [14] are only presented 
informally; it may not be possible to realistically achieve all of 
them for every metric. 
 
a) Dynamic: A metric should measure an aspect of a program 
that can only be obtained by actually executing it. The 
dynamic nature of a metric makes it unaffected by the addition 
of unexecuted code to the program, because code that is never 
executed will obviously never contribute to the measured 
value. 
 
b) Robust: A robust metric should not be overly sensitive to 
the size of a program’s input. Using dynamic metrics the 
measures are heavily influenced by program behavior.  A 
dynamic metric is robust if a “small” change in program 
behavior results in a correspondingly small change in the 
measured value. 
 
c) Discriminating: A metric is discriminating if a large change 
in behavior causes a correspondingly large change in the 
resulting metric. 
 
d) Unambiguous:  It is crucial to provide a clear, precise and 
unambiguous definition of all dynamic metrics. 
 
e) Platform Independent: Metrics pertain to program behavior, 
they should not change if the measurement takes place on a 
different platform. While it may seem like platform-
independence is easily achieved in any languages. 

IV. CLASSIFICATION 
Classification of the metrics into four basic categories is 

presented here. These categories correspond to the ubiquitous 
value metrics such as average, hot spot detection metrics and 
metrics based on discrete categorization. 
 
a) Value Metric: The value metric is the most commonly used 
kind of dynamic metric and corresponds to typical one value 
answers. Many data gatherers for instance will present a 
statistic like average or maximum as a rough indicator of some 
quantity; the idea being that a single value is sufficiently 
accurate. Typically this is intended to allow one to easily 
compare results for different benchmarks, since the values 
form an intuitive totally ordered set. It may also be used to 
allow one to observe differences in behavior before and after 
some transformation. 
 
b) Percentile Metric:  Percentile metrics are similar to value 
metrics but additionally have an associated threshold value 
which indicates the proportion of the program entities which 
are to be considered in the computation of the metric i.e. the 
hotness level that is measured by the metric. A higher 
threshold is used when looking for more pronounced hotspots, 
and is thus associated with a higher hotness level. 
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c) Bin Metric:  Compiler optimization is often based on 
identifying specific categories of measurements, with the goal 
of applying different optimization strategies to different cases. 
A call-site optimization, for instance, may use one approach 
for monomorphic sites, a more complex system for 
polymorphic sites of degree 2, and may be unable to handle 
sites with a higher degree of polymorphism. In such a situation 
single value metrics do not measure the situation well, e.g., 
computing an average number of types or targets per call site 
may not give a good impression of the optimization 
opportunities for de-virtualization. An appropriate metric for 
this example would be to give a relative or absolute value for 
each of the categories of interest, namely 1, 2, or _3 target 
types. These kinds of metrics are referred to as bin metrics, 
since the measurement task is to appropriately divide elements 
of the sample space into a few categories or bins. 
 
d) Continuous Metrics:  All three kinds of dynamic metrics 
have continuous analogues, where the calculations are 
performed at various partial stages of execution rather than 
once at the end of the execution. Motivation for continuous 
metrics arises from the inherent inaccuracy of a single 
summary metric value in many situations. 

V. DYNAMIC METRICS 
Dynamic polymorphic metrics measure the various aspect 

of the polymorphism behavior in the programs. 
 
a) CSPV: Call Site Polymorphic Value metric count total 
number of different call sites executed. This measurement 
does not include static invoke instructions, but does count 
virtual method calls with a single receiver.  
 
b) IDVP: Invoke Density Polymorphic Value metric count 
number of invoke Virtual and invoke Interface calls per kbc 
executed. This metric estimates the importance of invoke byte 
codes relative to other instructions in the program, indicating 
the relevance of optimizing invokes. 
 
c) RPB: Receiver Polymorphic Bin metric shows the 
percentage of all call sites that have one, two and more than 
two different receiver types. The metric is dynamic, since we 
measure the number of different types that actually occur in 
the execution of the program 
 
d) RCPB: Receiver Call Polymorphic Bin metric shows the 
percentage of all calls that occur from a call site with one, two 
and more than two different receiver types. This metric 
measures the importance of polymorphic calls 
 
e) RCMRV: Receiver Cache Miss Rate polymorphic Value 
metric shows as a percentage how often a call site switches 
between receiver types. This is the most dynamic 
measurement of receiver polymorphism, and it represents the 
miss rate of a true inline cache. 

f) TPB: Target Polymorphic Bin metric shows the percentage 
of all call sites that have one, two and more than two different 
target methods. This metric is dynamic, but does not reflect 
the run time importance of call sites. 
 
g) TCPB: Target Call Polymorphic Bin metric shows the 
percentage of all calls that occur from a call site with one, two 
and more than two different target methods. 
 
h) TCMRV: Target Cache Miss Rate polymorphic Value 
metric shows as a percentage how often a call site switches 
between target methods. It represents the miss rate of an 
idealized branch target buffer. It is always lower than the 
corresponding inline cache miss rate since targets can be equal 
for different receiver types. Accordingly, this metric can also 
be heavily influenced by the order in which target methods 
occur. 
 
i) DPA: Dynamic polymorphism in ancestors is the sum of 
number of dynamic polymorphism function members in 
ancestor that appears in the different classes. 
 
j) DPD: Dynamic Polymorphism in Descendants is the sum of 
number of dynamic polymorphism function members in 
descendant that appears in the different classes. 
 
k) ACRV: Average Changing Rate of Virtual methods are used 
to check the efficiency by using run time method resolution. 

VI. EXPERIMENTAL DETAILS  
The following five criteria are used for the comparative 

analysis: 
 
a) Program Selection: Selection of programs was based on the 
key concept of dynamic polymorphism. We focus on the run 
time behavior of the program. We choose c++ language for 
the practical experiments. But the given metrics are not limited 
to any particular language. 
 
b) Length of Program: Design of the metric are based on the 
concept of dynamics so the focus of run time properties of the 
program, not much focus on the program length and size.  
 
c) Complexity: The experimental studies are much influenced 
by the complexity of the program. The testing of the dynamic 
metrics are done on the simple to complex program. As the 
virtual functions increases the complexity of the program in 
object-oriented system automatically increases. 
 
d) Metrics: The selection of the metrics are done on the basis 
of dynamic behavior of the program specifically 
polymorphism in object oriented system. Therefore focuses on 
the dynamic nature of the metric are considered and calculate 
the results by running the programs. 
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VII. ANALYSIS OF RESULTS  
Polymorphism [11] is a salient feature of object-oriented 

languages. A polymorphic call in object oriented system [12] 
takes the form of invoke virtual or invoke interface.  

 
TABLE I 

EXPERIMENTAL RESULTS 
Metric I II III IV V 
CSPV 1 2 3 4 5 
IDPV 5 14 11 11 23 
RPB 20% 7.14% 9.09% 9.09% 4.35% 

RCPB 20% 57.14% 54.55% 63.64% 60.87% 

RCMRV 0% 28.57% 27.27% 36.36% 17.39% 

TPB 20% 85.71% 75% 100% 76.92% 

TCPB 20% 80% 75% 100% 77.78% 

TCMRV 0% 16.67% 16.67% 0.14% 0.1% 

DPA 1 2 2 1 1 
DPD 1 1 1 1 1 

ACRV 0.33 0.29 0.5 0.29 0.33 

 
This paper is presenting eleven dynamic metrics as a means 

of assessing the actual runtime behavior of a program by 
providing a high-level overview of several of its key aspects. 
This dynamic information can be more relevant than the more 
common static measures. These metrics are designed with the 
goals of being unambiguous, dynamic, robust, discriminating, 
and platform-independent. These metrics are also classified in 
four categories value, percentile, and bin and continuous. The 
utility of the metrics is evaluating by applying them to five 
specific dynamic polymorphic problems, and determining to 
which extent they provided useful information for each task. 
We furthermore want to establish the preciseness of using 
dynamic metrics as helping tools for exploratory program 
understanding in object oriented system.  

 Implementation of dynamic metrics is given in this section 
on the set of five different polymorphic programs. The results 
are mentioned in Table I. 

VIII. CONCLUSION 
Fuzzy–GA hybrid algorithm is proved to be best as 

compared to the other algorithms considered in this work. In 
such data search application the design and developed fuzzy 
GA code has shown its superiority because it includes the 
advantages of fuzzy as well as genetic algorithms. Fuzzy 
provides a robust inference mechanism with no learning and 
adaptability while on the other hand, the genetic algorithms 
provide an efficient data modification in the wake of 
optimization objectives of given application. Neuro-fuzzy 
algorithm is definitely superior to fuzzy algorithm as it inherits 
adaptability and learning but seriously lacks optimal nature. 
From the simulation and the result obtained, it has been shown 

that the percentage average error is least in the case of fuzzy-
GA algorithms and maximum in the case of fuzzy algorithms. 
Neuro-fuzzy algorithm has yielded accuracy lying between the 
accuracy levels as in the case of fuzzy and fuzzy-GA 
algorithms. It is concluded that for non linear and complex 
engineering applications involving control, inference and 
analysis by and large fuzzy-GA is an efficient technique.   
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