
 

 

  
Abstract—An early and accurate detection of Alzheimer’s 

disease (AD) is an important stage in the treatment of individuals 
suffering from AD. We present an approach based on the use of 
structural magnetic resonance imaging (sMRI) phase images to 
distinguish between normal controls (NC), mild cognitive 
impairment (MCI) and AD patients with clinical dementia rating 
(CDR) of 1. Independent component analysis (ICA) technique is 
used for extracting useful features which form the inputs to the 
support vector machines (SVM), K nearest neighbour (kNN) and 
multilayer artificial neural network (ANN) classifiers to discriminate 
between the three classes. The obtained results are encouraging in 
terms of classification accuracy and effectively ascertain the 
usefulness of phase images for the classification of different stages of 
Alzheimer’s disease. 
 

Keywords—Biomedical image processing, classification algo-
rithms, feature extraction, statistical learning.  

I. INTRODUCTION 
LZHEIMER’S disease (AD) is a neurodegenerative brain 
disorder that is characterized by neurofibrillary tangles, 

amyloid plaques and histopathologic changes that are typically 
associated with neuronal loss and volume reductions [1]. Due 
to longevity and aging populations, the prevalence of AD 
among the elderly will increase in the coming years.  

Due to the acute nature of AD, a number of attempts have 
been made in the literature to carefully diagnose its patients 
using a combination of biomarkers such as positron emission 
tomography (PET), magnetic resonance imaging (MRI) and 
cerebrospinal fluid (CSF) biomarkers with considerable better 
performance [2]. Region of interest based analysis methods 
such as those based on measuring the cortical thickness to 
differentiate between different dementias using MRI imaging 
modality proves to be a useful surrogate biomarker for 
differentiating among dementias [3]. Similarly, subtle and 
complex deformation patterns of hippocampus analyzed using 
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machine learning approaches such as support vector machine 
(SVM) can differentiate among elderly healthy controls and 
AD patients with good accuracy rate [1] [4]–[6].  

However, in recent years, focus has been shifted towards 
whole brain based multivariate methods that are geared 
towards the use of statistical machine learning methods such 
as support vector machines based on bootstrap resampling 
approach [7], integration of MRI and PET water scanning and 
their classification [8], wavelet decomposition and subsequent 
reduction of morphological features and their classification 
using nonlinear support vector machines to discriminate 
between the two genders [9] as well as inputs to self-
organizing map (SOM) and SVM to discriminate the MRI 
images as normal or abnormal [10], the classification of single 
photon emission computed tomography (SPECT) images 
using 1-norm SVM classifier [11] and SVM and principal 
component analysis (PCA) classifiers [12], as well as using 
SPECT and PET images to diagnose AD using PCA and a 
posteriori Bayesian classifiers [13] or using only PET scan for 
discrimination among normal and AD subjects using neural 
network classifier [14]. 

A number of studies have been conducted recently to aid in 
the research effort geared towards the comparisons of 
different methodologies for effective aiding in the diagnosis of 
AD. For example, to differentiate among 
electroencephalograms (EEGs) of patients with varying 
degree of AD and their age-matched control subjects using a 
subset of methods like principal component linear 
discriminant analysis (PC LDA), partial least squares LDA 
(PLS LDA), principal component logistic regression (PC LR), 
partial least squares logistic regression (PLS LR), bagging, 
random forest, support vector machines (SVM) and feed-
forward neural network [15] as well as sMRI to discriminate 
among MCI, AD and NC subjects [16]. 

SVM, K-Nearest Neighbour (KNN) and multilayer artificial 
neural network (ANN) are among the widely used 
classification methods in medical settings [17]. In the present 
work, comparison and analysis of the performance of these 
methods is performed to discriminate between normal controls 
(NC), mild cognitive impairment (MCI) and AD subjects 
using fixed point independent component analysis (ICA) 
features. 

The contents of the paper are explained next. In section II, 
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the experimental subjects and the methods for analysis and 
discrimination for the feature extraction and classification 
purposes especially the concept of ICA, proximal support 
vector machines (PSVM), kNN and multilayer ANN 
classifiers are explained. In section III, the results of the 
classification process are presented followed by the discussion 
of the said results in section IV and finally section V 
concludes the present work. 

II.  SUBJECTS AND METHODS 

A. Subjects and sMRI Protocols 
The demographics of the subjects selected from Open 

Access Series of Imaging Studies (OASIS) database [18] are 
shown in Table I. The MRI acquisition protocols are shown in 
Table II. We made use of the tissue classification images in 
the dataset a sample of which is shown in Fig. 1.  

 

 
Fig. 1 A sample of the tissue classification image in the database 

 

 
Fig. 2 Proposed solution 

B. Methods 
The framework of our proposed solution is shown in Fig. 2. 

We used the tissue classification images to form the phase 
images [19]. Then, we apply the trilinear interpolation method 
to reduce the size of the phase image from 176×208×176 to 
176×208×4. All the reduced phase images are converted into 

one dimensional row vectors and the dimensionality of the 
corresponding matrix is reduced using principal component 
analysis (PCA) method to retain first hundred components. 
The idea of PCA is based on singular value decomposition 
(SVD) technique [20]. 

TABLE I 
SUBJECT DEMOGRAPHICS AND DEMENTIA STATUS 

 NC MCI  AD 
Number of 
Subjects 

83 62 25 

Male/Female 20/63  28/35  8/17 
Age 75.24±8.96 76.13±7.55  78.20±7.21 
Education 3.34±1.30  2.92±1.27  2.60±1.32 
SES 2.47±1.03  2.69±1.13  2.86±1.35 
CDR 0  0.5 1 
MMSE 29±1.20  25.5±3.66  21.64±3.97 

 
TABLE II 

MRI ACQUISITION DETAILS 
Sequence MP-RAGE 
TR (ms)  9.7 
TE (ms) 4 
Flip Angle (o) 10 
TI (ms) 20 
TD (ms) 200 
Orientation Saggital 
Thickness, gap 
(mm) 

1.25, 0 

Slice number 128 
Resolution 
(pixels) 

256×256 (1×1 
mm) 
 

1) Independent Component Analysis (ICA) 
ICA [21] is a probabilistic and multivariate method for 

learning a linear transform of random vectors. The basic goal 
of ICA is to search for the components which are maximally 
as independent and non-Gaussian as possible. Its fundamental 
difference to classical multivariate statistical methods such as 
PCA and linear discriminant analysis (LDA) is in the 
assumption of non-gaussianity, which ensures the 
identification of original components, in comparison with 
these classical methods. ICA can be mathematically modelled 
as, 

X = A × S                                       (1) 
In (1), X is the observed data vector, A is the mixing matrix 

and S is the source matrix. In our work, we made use of the 
FastICA matlab toolbox to compute both A and S from X. The 
mixing matrix A has been considered in the subsequent steps 
of feature selection and classification. 

2) Proximal support vector machine (PSVM) 
Support vector machine [22] is a versatile data classification 

method widely used in the machine learning domain. It can be 
used to classify both linearly and nonlinearly separable data. 
Kernel trick is used to separate examples that are non-linearly 
separable in the space of the inputs and might be separable in 
a higher dimensionality feature space given a suitable 
mapping. We made use of the inverse multiquadratic kernel 
[23] which is defined as follows: 

1 / √(||xi - xj||2 + c)                               (2) 
In (2), c is a constant greater than zero while xi and xj are 

variables dependent on the available data. In the present work, 
we made use of the value of c as 10-3.  

World Academy of Science, Engineering and Technology
International Journal of Biomedical and Biological Engineering

 Vol:6, No:12, 2012 

714International Scholarly and Scientific Research & Innovation 6(12) 2012 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 B
io

m
ed

ic
al

 a
nd

 B
io

lo
gi

ca
l E

ng
in

ee
ri

ng
 V

ol
:6

, N
o:

12
, 2

01
2 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/1

52
13

.p
df



 

 

Proximal support vector machine (PSVM) [24] classifies 
datapoints depending on the proximity of the two parallel 
planes that are pushed as far apart as possible by solving a 
single system of linear equations. In the present scenario, we 
used the nonlinear version of PSVM that employed inverse 
multiquadratic kernel to classify the datapoints in the three 
classes. 

3) K-Nearest Neighbour (KNN) 
K-Nearest Neighbour (KNN) is a data mining algorithm 

with a wide range of applications in the image processing 
domain [22]. There are three key elements of this approach: a 
set of labeled training examples, a distance measure to 
compute the distance between the training set examples and 
the test example, and the value of k; i.e., the number of nearest 
neighbours to the testing example. 

We used Euclidean and Riemannian distance [25] measures 
in our work to classify the testing set examples from the three 
classes which can be mathematically expressed as: 

Euclidean distance = √(∑4
i=1(xi – yi)2 )       (3) 

Riemannian distance = || logxi
-1yi ||         (4) 

4) Multilayer artificial neural network (ANN) 
Artificial Neural Networks [26] [27] is the mainstay of 

modern data mining algorithms biologically inspired by 
connections inside brain used to carry information. In our 
work, we used matlab neural network toolbox to classify the 
test datapoints in the three classes comparing two classes at a 
time using tansigmoid transfer function with Levenberg-
Marquardt (LM) optimization method to adjust the weights for 
all the neurons in all layers of the networks except the output 
layer in which the linear transfer function has been used. 

Mathematically, the tan-sigmoid function can be expressed 
as: 

tansig(n)  = 2/(1+e-2n)  - 1      (5) 
while the linear transfer function can be represented as: 

linear(n) = n               (6) 
We used two different neural network configurations. For 

comparison between NC and MCI classes, we used a network 
with 8 neurons in the input, 8 neurons in the hidden layer 1, 8 
neurons in the hidden layer 2 and one neuron with linear 
transfer function in the output layer. For comparison between 
MCI and AD and NC and AD, we used a network with 4 
neurons in the input, 4 neurons in the hidden layer 1, 4 
neurons in the hidden layer 2 and one neuron with linear 
transfer function in the output layer. 

III. RESULTS 
TABLE III 

KNN CLASSIFICATION USING 
RIEMANNIAN DISTANCE BETWEEN NC & MCI 

CLASSES 
 True  False 
Positive 0.7286 (TP)  0.5679 (FP) 
Negative 0.2714 (FN) 0.4321 (TN) 
   

TABLE IV 
ANN CLASSIFICATION BETWEEN NC & 

MCI CLASSES 
 True  False 
Positive 0.4286 (TP) 0.3571 (FP) 
Negative 0.5714 (FN) 0.6429 (TN) 

TABLE V 
PSVM CLASSIFICATION BETWEEN NC & 

MCI CLASSES 
 True  False 
Positive 0.2653 (TP)  0.3214 (FP) 
Negative 0.7347 (FN)  0.6786 (TN) 

TABLE VI 
KNN CLASSIFICATION USING EUCLIDEAN 
DISTANCE BETWEEN NC & AD CLASSES 

 True  False 
Positive 0.8235 (TP)  0.5294 (FP) 
Negative 0.1765 (FN)  0.4706 (TN) 

TABLE VII 
ANN CLASSIFICATION BETWEEN NC & 

AD CLASSES 
 True  False 
Positive 0.3333 (TP)  0.5294 (FP) 
Negative 0.6667 (FN)  0.4706 (TN) 

TABLE VIII 
PSVM CLASSIFICATION BETWEEN NC & 

AD CLASSES 
 True  False 
Positive 0.6615 (TP)  0.4881 (FP) 
Negative 0.3385 (FN)  0.5119 (TN) 

TABLE IX 
KNN CLASSIFICATION USING EUCLIDEAN 

DISTANCE BETWEEN MCI & AD CLASSES 
 True  False 
Positive 0.9792 (TP)  0.6181 (FP) 
Negative 0.0208 (FN)  0.3819 (TN) 

TABLE X 
ANN CLASSIFICATION BETWEEN MCI & 

AD CLASSES 
 True  False 
Positive 0.3333 (TP)  0.5000 (FP) 
Negative 0.6667 (FN)  0.5000 (TN) 

TABLE XI 
PSVM CLASSIFICATION BETWEEN MCI & 

AD CLASSES 
 True  False 
Positive 0.6508 (TP)  0.4378 (FP) 
Negative 0.3492 (FN)  0.5622 (TN) 

  
We used the following convention in Tables III, IV and V: 

True positive (TP) is the number of MCI instances correctly 
diagnosed as MCI while false positive (FP) is the number of 
NC instances diagnosed as MCI, true negative (TN) is the 
number of NC subjects diagnosed as NC, while false negative 
(FN) is the number of MCI instances diagnosed as NC. In 
Tables VI, VII and VIII, we used the following convention: 
TP is the number of AD subjects correctly diagnosed as AD, 
FP is the number of NC subjects diagnosed as AD, TN is the 
number of NC subjects diagnosed as NC while FN is the 
number of AD subjects diagnosed as NC. In Tables IX, X and 
XI, we used the following convention: TP is the number of 
AD subjects correctly diagnosed as AD, FP is the number of 
MCI subjects diagnosed as AD, TN is the number of MCI 
subjects diagnosed as MCI while FN is the number of AD 
subjects incorrectly diagnosed as MCI.  

The classification accuracy defined as (TP + TN) / (TP + 
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TN + FP + FN) is found to be 58.04%, 64.71% and 68.06% 
for the KNN classification between NC and MCI, NC and 
AD, and MCI and AD classes respectively. For ANN 
classification, the accuracy rate is 53.57%, 40.20%, 41.67% 
for classification between NC and MCI, NC and AD, and MCI 
and AD classes respectively. For PSVM classification, the 
accuracy rate is found to be 47.19% for MCI and NC, 58.67% 
for NC and AD classes, and 60.65% for testing between MCI 
and AD classes. 

IV. DISCUSSION 
From the results, it can be concluded that the KNN 

classifier is a good option for the overall classification 
between either of the three classes due to its superior accuracy 
rate than its counterparts. However, PSVM classifier performs 
a lot better in identifying the true negatives (TN) than that of 
its counterparts. 

ANN does not perform up to the mark in this application 
because of the addition of extra dimensions in the weight 
space which creates local minima in the lower dimensional 
subspaces. Also, the time taken by ANN training is several 
magnitudes higher than its counterparts. 

V.  CONCLUSION 
In this paper, we compare the performance of the three 

widely used classifiers in data mining, that is, PSVM, KNN 
and ANN classifiers, for the classification of AD, MCI and 
NC subjects from 3D structural MRI data sets of OASIS 
database. Features in this study are extracted using 
independent component analysis technique. The results 
obtained were satisfactory in terms of both accuracy and 
computational speed for the KNN and PSVM classifiers. It 
would be interesting to see how the results vary by using other 
feature extraction and selection methods and large MRI data 
sets such as those provided by Alzheimer’s Disease 
Neuroimaging Initiative (ADNI). There are also some other 
possible extensions to the current work such as increasing the 
number of classes, using neuropsychological information as 
features and adding more classification methods in 
comparative analysis. 
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