
 

 

  
Abstract—Ice cover County has a significant impact on rivers as 

it affects with the ice melting capacity which results in flooding, 
restrict navigation, modify the ecosystem and microclimate. River 
ices are made up of different ice types with varying ice thickness, so 
surveillance of river ice plays an important role.  River ice types are 
captured using infrared imaging camera which captures the images 
even during the night times. In this paper the river ice infrared texture 
images are analysed using first-order statistical methods and second-
order statistical methods. The second order statistical methods 
considered are spatial gray level dependence method, gray level run 
length method and gray level difference method. The performance of 
the feature extraction methods are evaluated by using Probabilistic 
Neural Network classifier and it is found that the first-order statistical 
method and second-order statistical method yields low accuracy. So 
the features extracted from the first-order statistical method and 
second-order statistical method are combined and it is observed that 
the result of these combined features (First order statistical method + 
gray level run length method) provides higher accuracy when 
compared with the features from the first-order statistical method and 
second-order statistical method alone. 
 

Keywords—Gray Level Difference Method, Gray Level Run 
Length Method, Kurtosis, Probabilistic Neural Network, Skewness, 
Spatial Gray Level Dependence Method. 

I. INTRODUCTION 
MAGE texture, defined as a function of the spatial variation 
in pixel intensities (gray values), is useful in a variety of 

image processing applications and has been a subject of 
passionate study by many researchers. The meaning of the 
term texture, when image processing is concerned, is 
completely different from the usual meaning in the field of 
automated industries. In general, the process of texture 
analyzing requires the calculation of various features for each 
texture. Texture features contain information representative of 
visual characteristics, but also of characteristics which cannot 
be visually differentiated. The automatic analysis of images 
requires a first step of digitization which transforms the video 
signal into a two dimensional matrix of numbers. Each matrix 
entry is a pixel (picture element) which is the basic 
components of images with an entire value called ``grey 
level''. Usually the grey level values are coded with an eight 
bit numbers, allows in distinguishing of 256 grey levels from 0 
(black) to 255 (white). Each pixel will contain two kinds of 
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information. They are brightness value and locations in the 
coordinates that are assigned to the images. The former is the 
color feature while features extracted from the latter are 
known as size or shape features. The texture image analysis is 
implemented to characterize an object or a texture surface in 
an image, particular by analysing the texture. Application of 
image texture is the recognition of image regions using texture 
properties [19]. Texture study and analysis play a vital role in 
many image processing applications. “There are four different 
types of texture, they are statistical texture, structural texture, 
model based texture and transform based texture. Statistical 
texture features can be obtained using statistical approaches 
from the higher order of pixel grey values of images. 
Structural texture is obtained through some structural 
primitives constructed from grey values of pixels. Transform 
based texture can be obtained by using statistical 
measurements from the images transformed with certain 
methods. Model based texture can be attained by calculating 
coefficients from a model based on the relationship of the grey 
values between a pixel and its neighboring pixels”, [24]. 

Rivers and streams are the key elements in the terrestrial 
restructuring of water. This is mainly found in winter season, 
when the overland flow is minimal. Ice cover area has a major 
impact on rivers as it affects the discharge capacity which 
results in flooding, restrict navigation, modify the ecosystem 
and microclimate. Canada is renowned for its magnificent 
rivers, its harsh but beautiful winters and its large 
hydroelectricity industry. The impact of the winter regime of 
Canadian rivers on the operation of hydroelectric facilities 
extensive monitoring of the river ice cover is necessary [15]. 
Scientist has reported that “Canada in just six years has lost 
nearly 50 percent of the massive ice shelf area that holds back 
glacial ice from melting into the ocean. Two of Canada's 
biggest ice shelves diminished significantly this summer, one 
nearly disappearing altogether. The two are among six that 
make up Canada's biggest shelves, all located on Ellesmere 
Island. The loss is important as a marker of global warming.  
Due to global warming winter temperatures have risen by 
about 1.8 degrees Fahrenheit per decade for the past five to six 
decades on northern Ellesmere Island”, [16]. 

Application of infrared imaging is used extensively in the 
field, environmental monitoring, industrial facility inspections, 
remote temperature sensing, short-ranged wireless 
communication and spectroscopy, weather fore-casting, 
military and civilian purposes. Texture feature analysis is the 
key method that plays an important role in many image 
processing fields, i.e. segmentation, pattern recognition, 
classification etc [21, 23]. “Image texture can be evaluated 
using the properties such as fineness, smoothness, coarseness, 
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granulation etc. Various statistical and structural methods have 
been developed to study these features. Statistical methods 
gained preference over structural methods as most image 
textures do not follow a specific grammar or rule, which is 
essential for the successful implementation of structural 
methods. The statistical methods followed are of different 
order based on the number of gray values considered for 
analysis and the type of relationship used. The statistical 
methods involve calculation of properties based on the gray 
tones of the specimens. The first-order statistics involves the 
computation and extraction of features such as mean, variance, 
standard-deviation, skewness and kurtosis from the histograms 
of the images. The earliest approach towards higher-order 
statistics was developed by Haralick et al [1].  They used the 
co-occurrence matrix approach for the calculation of various 
features based on the matrices and successfully employed it to 

the classification of images”, [3]. 
In this paper, the river ice Infrared images are used to study 

the ice condition of Canadian environment. The ice images are 
captured with FLIR T640 IR camera. The size of the images 
are 640 x 480 (307,200 pixels) for greater accuracy and 
readability from longer range distances. FLIR T640 IR camera 
captured the image with the temperature ranging from -40°C 
to +10°C. The infrared texture surfaces are analysed using 
both the first order statistical method and second order 
statistical methods. Second order statistical methods are 
Spatial Gray Level Dependence Method (SGLDM), Gray 
Level Run Length Method (GLRLM) and Gray Level 
Difference Method (GLDM). Different textural features are 
extracted from second order statistical methods. The images 
used in this paper are given in Fig 1. 

 
 

 
 

 

 

 

 

 

 
 

 

 

 

 

 

 

  

Fig. 1 Infrared ice images (Image 1 to Image 9) with varying temperature range 
 

Flow of the work is structured into four sections. Section 2 
introduces about different texture analysis methods. Section 3 

presents implementation and experimental results of texture 
analysis. The conclusions are summarized in Section 4 and 
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finally all the references been made for completion of this 
work. 

II.  DIFFERENT TEXTURE ANALYSIS METHODS 
Texture features can be usually classified into four 

categories as statistical texture, structural texture, model based 
texture and transform based texture [27]. In texture analysis 
field, statistical texture is the most widely used method for 
quality grading or classification [25, 28]. Transform based 
texture and model based texture might also be used, but not as 
often as statistical texture. Statistical texture methods include 
grey level co-occurrence matrix, grey level pixel run length 
matrix and neighboring grey level dependence matrix while 
fractal model and auto regression model are model based 
texture analysis methods. Additionally, convolution mask, 
Fourier transform and wavelet transform are the most common 
approaches to obtain transform based texture. Texture analysis 
methods used in this work are shown in fig 2. 

 

 
Fig. 2 Texture analysis methods 

 
Statistical texture methods can be classified in two 

categories. Firstly, the first order statistical methods are 
characterized by the pixel grey level distribution and 
organisation. Secondly, the second order statistical methods 
such as SGLDM, GLRLM and GLDM are considered. 
Texture image analysis procedure can be defined as a system 
in which input is an image and the output is a series of features 
provided by the analysing techniques implemented. Each 
image is then characterized by a vector of features. 

A. First Order Statistical Features 
First order statistical feature measures the probability of 

observing a gray value at a randomly chosen location in the 
image. First order statistics can be computed from the 
histogram of pixel intensities in the image. These depend only 
on individual pixel values and not on the interaction or co-
occurrence of neighboring pixel values. The average intensity 
in an image is an example of the first order statistic [19]. The 
reason behind this is the fact that the spatial distribution of 
gray values is one of the defining qualities of texture. First 
order statistical texture measures are calculated directly from 
the original image values, like mean, standard deviation, 
variance, kurtosis and Skewness [16, 17], which do not 
consider pixel neighborhood relationships [26]. 

B. Spatial Gray Level Dependency Matrices/ Gray Level 
Co-Occurrence Matrices 

One of the recognized statistical tools for extracting texture 
information from images is the gray level co-occurrence 
matrix. Originally introduced by Haralick, et al [1], SGLDM 
measures second order texture characteristics which play an 
important role in human vision and has been shown to achieve 
a similar level of classification performance. This technique is 
commonly used in texture analysis because it provides for 
each sample a large set of features and it can be assumed that 
at least one of these features reflects the small variation of 
texture between classes.  The SGLDM of an Nx × Ny image, 
containing pixels with gray levels (0, 1,. . . , G-1) is a two 
dimensional matrix P(i, j), where each element of the matrix 
represents the probability of joint occurrence of intensity 
levels k and l at a certain distance d and an angle θ.  The 
following features were calculated from the co-occurrence 
matrix for d=1 and four main directions (0°, 45°, 90° and 
135°). Before building the matrix, two parameters θ (direction 
of the pixel pairs) and d (distance between the pixel pairs) as 
shown in Fig 3 need to be chosen. The SGLDM is obtained by 
specifying a matrix of relative frequencies Pij, with two 
neighboring resolution cells separated by distance d occur on 
the image, one with gray tone i and the other with gray tone j. 
In general, the matrices θP (i, j |d), where θ  is the direction 
of evaluation with distance d. Here d ranges from 1 to dmax and 
i, j are taken over all gray levels [10 – 14, 20]. Generally, 
rather than using a single displacement one uses a set of 
displacements to obtain the desired property to which the 
textural feature corresponds. From the co-occurrence matrix 
14 features of texture can then be calculated [1, 2]. However, 
these 14 features are not independent of each other as some of 
them might indicate the same image texture properties. 
Unfortunately, it is still unclear which feature can be ignored. 

 

Infrared Image 

Statistical Texture 

First order  
Statistics 

GLRLM 

Second order  
Statistics 

GLDM SGLDM 
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Fig. 3 The direction (θ  ) of the pixel pairs and the distance (d) between the pixel pairs used to construct the gray level dependency matrix. (a) 
Illustration of direction (θ  ) and distance (d) in images of pixel pairs(x1, y1) and (x2, y2); (b)-(e) are four examples at direction 0, 45, 90, 1350 

respectively 
 
The formulae used for the metrics of the spatial gray level 

dependency matrix are as follows for the eleven features that 
are used in this study are as given below: 

Contrast (CON): 
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Where xμ , yμ are the mean values and xσ , yσ are 

the standard deviations of Px and Py, respectively 
Energy (ENER): 
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Entropy (ENT): 
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Inverse difference moment (IDM): 
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Sum of Squares (SOS): 
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Sum average (SA): 
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Sum Variance (SV): 
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Sum Entropy (SE): 
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Difference Variance (DV): 
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Difference Entropy (DE): 
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C. Gray Level Run Length Method  
“Two kinds of methods are used for processing the grey 

level pixel-run length. In the first one, a vector considering 
pixel-runs is created from the function q(L, θ , T), in which L 
is length of the pixel-run (number of pixels in the pixel-run) 
while θ  is direction of the pixel run and T, the threshold. 
Direction θ  of pixel-run is defined similar to that in the 
GLCM method. Threshold value T for pixels to be merged 
into the pixel-run is given manually by the user. The 
procedure of constructing the pixel-runs is as follows: each 
pixel row of image at direction θ  is scanned and the first 
pixel of the row is set to be the first pixel-run with length 1 
and same grey value I as the first pixel; then the next pixel in 
the row is scanned; if TII n ≤− || (In is the grey value of the 
next pixel), the next pixel is merged into the pixel-run, 
otherwise, a new pixel-run is created and the pointer is moved 
to the next pixel”. This procedure is performed until the 
scanning of the entire row is completed, and a new row is 
started [22]. Fig. 4(a) shows an image values and the pixel 

runs of similar values are build from an original image. 
 

 
Fig. 4 Illustrations of building the pixel run lengths. (a) Initial input 
image; (b) Building the pixel run lengths with threshold T = 0 and 

direction θ  = 0 
 

In the GLRLM approach, the gray level runs are 
characterized by the gray tone of the run and the length of the 
run and the direction of the run [18]. “Let P(i, j) represent the 
run  length matrix array. The matrix array consists of elements 
with the gray tone "i" has a run length "j". Textural features 
are calculated from the array elements that are used to study 
the nature of image textures. From the original run length 
matrix p(i, j), many numerical texture measures can be 
computed. The five original features of run length statistics 
derived by Galloway”, [5] are as follows. 

Short Run Emphasis (SRE): 
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Long Run Emphasis (LRE): 
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Gray-Level Nonuniformity (GLN): 
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Run Percentage (RP): 
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Run Length Nonuniformity (RLN): 
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Low Gray-Level Run Emphasis (LGRE): 
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High Gray-Level Run Emphasis (HGRE): 
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“In the above equations, nr is the total number of runs and 

np is the number of pixels in the image. Based on the 
observation that most features are only functions of pr(j), 
without considering the gray level information contained in 
pg(i)”, Chu et al. [9] proposed two new features, as follows, to 
extract gray level information in the matrix. 

D. Gray Level Difference Method  
The run difference method is a generalized form of the 

GLDM, which is based on the estimation of the pdf of gray 
level differences in an image. GLDM seeks to extract texture 
features that describe the size and prominence of textural 
elements in an image. “Let I(x, y) be the image intensity 
function. For any given displacement δ  = ( , ΔΥ ) let I
δ (x, y) = |I(x, y)  - I( Χ + ΔΧ , Υ  + ΔΥ )|, and f(i|δ ) be 
the probability density of Iδ (x, y). The value of f(i|δ ) is 
obtained from the number of times Iδ (x, y) occurs for a 
given δ , i.e. f(i|δ ) = P(Iδ (x, y) = i). If a texture is 
directional, the degree of spread of the values in f(i|δ ) should 
vary with the direction of d, given that its magnitude is in the 
proper range. Thus, texture directionality can be analyzed by 
comparing spread measures of f(i|δ ) for various directions of 
d. In the present study, four possible forms of the vector d 
were considered: (0, d), (d, 0), (-d, d), and (-d, -d), with d 
being the inter pixel distance, each of which corresponds to a 
displacement in 00, 450, 900 and 1350 direction, respectively. 
From each of the density functions corresponding to one of the 
above-mentioned directions, five texture features were 
obtained” [6, 7, 8]:  

 

∑
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=
θ

θ
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From which statistical measures are extracted from the 

distribution of gray level differences. Rather than extracting 
textural features directly from the matrix I, three characteristic 
vectors are calculated to define texture descriptors. 

The distribution of gray level differences (DGD) vector is 
computed as follows: 
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The distribution of the average gray level difference given r 

is represented by the DOD vector 
 

∑
−

=

=
1

0

G

gdif
rgdifdifr IgDOD         (21) 

 
and the distribution of the average distance given gdif is 
represented by the DAD vector 
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Five features that describe the distribution of gray level 

differences are defined from these characteristic vectors: 
Large difference emphasis (LDE), which measures the 

predominance of large gray level differences; 
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Where K is a constant 
Sharpness (SHP), which measures the contrast and 

definition in an image; 
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SMG (Second Moment of DGD), which measures the 

variation of gray level differences; 
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=
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SMO (Second Moment of DOD), which measures the 

variation of average gray level differences;  

ΔΧ
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LDEL (long distance emphasis for large difference), which 

measures the prominence of large differences a long distance 
from each other. 
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By experiments, three characteristic vectors, DGD, DOD 

and DAD, are enough to represent a run difference method 
[31]. The texture features computed from the gray level 
difference matrices are given in Table IV. 

III. IMPLEMENTATION AND EXPERIMENTAL RESULTS 
Texture feature information is examined by extracting first 

order statistical values, second order statistical methods such 
as SGLDM, GLRLM and GLDM. The extracted texture 
features are evaluated using PNN classifier. 

First order statistics of the gray level allocation for each 
image matrix I(x,y) were examined through five commonly 

used metrics, namely, mean, variance, standard deviation, 
skewness and kurtosis as descriptive measurements of the 
overall gray level distribution of an image. The results of first 
order statistical method of an infrared river ice image are 
shown in Table I. The 3D (three dimensional) plots of the 
SGLDM of the infrared images are shown in Fig 5. 

 
TABLE I 

 FIRST ORDER STATISTICS OF THE RIVER ICE INFRARED IMAGES 

IMAGE MEAN VARIANCE 
STANDARD 
DEVIATION 

SKEW 
NESS KURTOSIS 

Img1 109.399 105.826 10.287 0.276 2.181 

Img2 93.574 82.296 9.072 0.602 2.451 

Img3 104.321 86.329 9.291 0.442 2.303 

Img4 137.838 133.399 11.550 -0.451 2.137 

Img5 134.333 127.186 11.278 -0.174 1.510 

Img6 115.674 106.366 10.313 0.164 1.664 

Img7 103.813 102.701 10.134 0.394 3.202 

Img8 118.794 133.520 11.555 -0.210 1.486 

Img9 132.366 124.795 11.171 -0.275 1.740 
 

 

Fig. 5 3-D plots of the spatial gray level dependency matrices of the images 
 

Second order statistics of gray level distribution is derived 
from SGLDM, are examined through 11 commonly used 
metrics proposed by Haralick et al.[1]. The co-occurrence 
matrices are symmetrical, showing the accuracy of 
calculations. The parameters calculated from the co-
occurrence matrices are given in Table II. 

In this table, the conventions used are as follows: CON: 
Contrast, CORR:  Correlation, ENER: Energy, ENT: Entropy, 
IDM: Inverse Difference Moment, “SOS: Sum of Squares, 
SA: Sum Average, SE: Sum Entropy, SV: Sum Variance, DE: 
Difference Entropy, DV: Difference Variance. The following 
observations are made from the plots of these surfaces. In the 

3-D plots of the co-occurrence matrices shown, the height of 
the element is proportional to the matrix element at the 
corresponding location. The elements of the co-occurrence 
matrices tend to shift along the diagonal, with the smoother 
surfaces taking the far end of the principal diagonal. These 
matrices are found to be more sensitive to changes in surface 
finish than those calculated from the first order statistics”, [3]. 
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TABLE II 
 TEXTURAL FEATURES CALCULATED FROM THE SPATIAL GRAY LEVEL DEPENDENCY MATRICES 

IMAGE CON CORR ENER ENT IDM SOS SA SV SE DV DE 

Image1 1.077 0.676 0.109 2.703 0.985 18.092 8.081 41.275 2.105 1.077 1.005 

Image2 0.906 0.765 0.104 2.653 0.987 14.966 7.113 31.429 2.138 0.906 0.966 

Image3 1.044 0.729 0.079 2.828 0.985 17.127 7.701 36.609 2.218 1.044 1.036 

Image4 3.314 0.358 0.048 3.390 0.956 25.489 9.601 60.295 2.301 3.314 1.499 

Image5 1.117 0.855 0.096 2.748 0.985 25.485 9.488 66.127 2.268 1.117 0.997 

Image6 1.021 0.831 0.090 2.797 0.986 19.230 8.300 46.744 2.296 1.021 0.973 

Image7 1.910 0.325 0.077 2.951 0.974 16.226 7.694 35.584 2.051 1.910 1.249 

Image8 0.981 0.859 0.109 2.674 0.987 21.790 8.728 55.398 2.191 0.981 0.691 

Image9 1.265 0.820 0.087 2.826 0.983 24.961 9.433 63.804 2.272 1.265 1.063 

 
Gray level runs are derived from GLRLM method and are 

examined with the introduction of commonly used run length 
metrics, proposed by Galloway [5]. Namely, short runs 
emphasis, long runs emphasis, gray level non-uniformity, run 
percentage, run-length non-uniformity, low gray level 
emphasis and high gray level emphasis were used as 

descriptive measurements of each of the run-length matrix 
calculated over the sampled images [4]. The 3 D plots of the 
GLRLM method is shown in Fig. 6. The texture features 
computed from the run length matrices are given in Table III 
and the texture features computed from the GLDM method is 
shown in Table IV. 

Fig. 6 3-D plots of the gray level run length matrices of the images
 

TABLE III 
 GRAY LEVEL RUN-LENGTH PARAMETERS OF THE MATRICES 

IMAGE SRE LRE GLN RP RLN LGRE HGRE 

Image1 0.459 418.331 205.371 0.132 458.765 0.023 131.837 

Image2 0.471 132.985 469.980 0.187 663.867 0.034 140.254 

Image3 0.497 96.811 544.379 0.214 826.561 0.037 126.037 

Image4 0.400 56.589 399.583 0.227 654.782 0.016 157.547 

Image5 0.516 75.501 265.032 0.246 1044.939 0.043 99.219 

Image6 0.449 720.702 191.846 0.084 262.029 0.240 47.621 

Image7 0.509 174.637 307.245 0.158 626.521 0.030 97.126 

Image8 0.504 2086.906 57.839 0.047 199.114 0.178 80.425 

Image9 0.264 354.254 127.773 0.114 187.738 0.098 84.858 
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TABLE IV 
 GRAY LEVEL DIFFERENCE MATRIX PARAMETERS 

IMAGES LDE SHP SMG SMO LDEL 

Image1 1.4896E+01 6.1793E+02 2.3158E+03 4.1133E+02 1.3013E+04 

Image2 2.1945E+01 5.1351E+02 2.6800E+03 3.5248E+02 9.8017E+03 

Image3 2.3248E+01 4.9999E+02 2.6576E+03 3.6568E+02 9.8033E+03 

Image4 2.9020E+00 1.9384E+03 1.6609E+03 7.0678E+02 2.5381E+04 

Image5 1.3124E+01 9.7752E+02 2.1499E+03 4.9550E+02 1.8581E+04 

Image6 1.7790E+01 6.3089E+02 2.3229E+03 4.2621E+02 1.3185E+04 

Image7 1.1704E+01 1.1090E+03 1.9998E+03 5.2952E+02 1.7280E+04 

Image8 6.6240E+00 1.2866E+03 1.9140E+03 5.6643E+02 2.2876E+04 

Image9 8.0290E+00 1.1164E+03 1.9290E+03 5.5061E+02 2.0647E+04 
 

A. PNN Classifier 
“Probabilistic Neural Networks (PNN) is a widely used  in 

classification methodology, because of its simplicity, 
robustness to noise, fast training speed, fast online speed, no 
local minima issues and training samples can be added or 
removed without extensive retraining. PNNs main task is the 
classification of unknown feature vectors into predefined 
classes, where the Probability Density Function (PDF) of each 
class is estimated by kernel functions”, [29, 30]. On receiving 
a pattern X from the input layer, the neuron Xij of the pattern 
layer computes its output. The output of pattern layer is 
represented by 

 

njieXY ijXX
ij ,...,2,1,/)( 22|| == −− σ    (28) 

 
Where ‘n’ represents number of training sets, σ is the 

smoothing parameter. The summation layer neurons compute 
the pattern X being classified. 

B. Performance Rate 
“The performance rate is a useful tool to assess the 

prediction performance of the models. A correct prediction is 
counted when the predicted value is consistent with the 

observed. The performance rates of PNN model were 
computed on calibration and validation data sets using 
equation”, [29]. The results of the PNNs classifier are shown 
in Table V. It is observed that the PNN classifier provides 
84% accuracy for the combination of First order statistical 
method and GLRLM method for infrared river ice images. 

 

dataofNumber
predictioncorrectofNumber

rateePerformanc

*100

(%) =
   (29) 

 
The texture features which are extracted by using first order 

statistical method, second order statistical methods such as 
SGLDM, GLRLM, and GLDM give less accuracy rate. So in 
order to improve the accuracy rate of classification the two 
feature extraction methods are combined to form a feature set. 
The new feature set is evaluated using PNN classifier. It is 
observed that the new feature set (First order statistics + 
GLRLM) improves the accuracy rate when compared with 
other feature extraction methods. The results of all the above 
mentioned methods are shown in table V and the classification 
accuracy graph is shown in fig 7. 

 

TABLE V 
 PNN CLASSIFIER ACCURACY FOR THE FEATURE EXTRACTION METHODS 

FEATURE EXTRACTION METHODS CLASSIFIED MISCLASSIFIED ACCURACY IN (%) ERROR RATE 
First Order  12 6 67 33 
SGLDM 12 6 67 33 
GLRLM 11 7 61 39 
GLDM 7 11 38 62 
First Order + SGLDM 12 6 67 33 
First Order + GLRLM 15 3 84 26 

 

World Academy of Science, Engineering and Technology
International Journal of Computer and Information Engineering

 Vol:7, No:2, 2013 

203International Scholarly and Scientific Research & Innovation 7(2) 2013 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 C
om

pu
te

r 
an

d 
In

fo
rm

at
io

n 
E

ng
in

ee
ri

ng
 V

ol
:7

, N
o:

2,
 2

01
3 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/1

48
22

/p
df



 

 

 
Fig. 7 PNN Classification accuracy 

 
IV. CONCLUSION 

In this experimental work, the region which is covered with 
river ice affects in flooding, restrict navigation. In order to 
prevent the affects from river ice and caution the people 
around the ice covered region, the images are captured using 
infrared camera. The images contain different textures, so the 
texture surfaces are analysed using first-order statistics and 
second-order statistics. The techniques for the second order 
statistics that have been examined are the spatial gray level 
dependence method, gray level run length method and gray 
level difference method. The performance of the feature 
extraction methods are evaluated by using PNN classifier and 
it is found that the first and second order statistics yields low 
accuracy. In order to improve the accuracy level the first and 
second order methods are combined, by which the accuracy 
rate is improved when compared with only first and second 
order methods. The combined features (First order statistical +  
GLRLM) when used for texture classification of river ice 
infrared texture surfaces gives better accuracy. 
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