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An Empirical Analysis of the
Influence of Application Experience on
Working Methods of Process Modelers
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Abstract—In view of growing competition in the service sector,
services are as much in need of modding, analysis and improvement
as business or working processes. Graphical process models are
important means to capture process-related know-how for an
effective management of the service process. In this contribution, a
human performance analysis of process model development paying
special attention to model development time and the working method
was conducted. It was found that modelers with higher application
experience need significantly less time for mental activities than
modelers with lower application experience, spend more time on
labeling graphical elements, and achieved higher process model
quality in terms of activity label quality.

Keywords—Model quality, predetermined motion time system,
process modeling, working method.

|. INTRODUCTION

HE evolutionary approach to Business Process

Management (BPM) relies on a sound and continuous
improvement of processes in small steps and has gained wide
acceptance in corporate practice [1], [2]. Process models are of
utmost importance to BPM [3] since they capture important
corporate know-how, facilite continuous improvement efforts,
and provide a basis for the certification according to a
commonly-accepted qudity standard. Further benefits of
process modeling refer to information system specification
[4], [5], knowledge management implementation and
maintenance [6], organizational transparency [7], and
workflow design assistance[8].

Alongside with the growing dominance of the service sector
in Western economies, the provision of a service should also
be viewed as a process which can be broken down into
individua or functiona service activities. From this
perspective, services are as much in need of modeling,
analysis and improvement as other types of processes, eg.,
business processes or work processes.

I1.BACKGROUND

A. Process Model Quality

Capturing and modeling organizational processesisatimely
and valuable, but also complex and error-prone task [9], [10].
The issue of modd quality is therefore of major importance to
process modeling and has been addressed by many authors
from both science and practice for almost twenty years [11],
[12], [13], [4]. Just like in quality management literature, the
distinction between product and process quality also applies to
process modding [12], [14], [15].
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Product quality focuses on characteristics of the process
model and represents the traditional approach to quality
assurance. A modern TQM-like approach is to focus on
process quality. With regard to process modeling, the
objective is to integrate quality aspects into the modeling
process instead of trying to increase the quality of the process
model through reviews and inspections.

Several frameworks and guidelines have been developed to
ensure high process model quality, including the Guidelines of
Modeling (GoM) [16] the SEQUAL framework [17], the
Seven Process Modding Guidelines (7PMG) [18], and the
SiQ-framework [4]. These frameworks provide validated sets
of rules and put an emphasis on essential quality parameters
for process models. A major drawback of these frameworks is
that they are either to abstract for usage in corporate practice
or amost exclusively focus on product quality [19].

From the part of the modeling tool vendors, the major focus
in order to ensure model quality is on technical support via
syntactical verification, mini toolbars for fast modeling and
functionalities for model layout optimization [20].

Several authors point out that research in process modeling
should investigate other issues than festures of modeling
languages since there is a plethora of languages [12] and
computer-based modeling tools available on the market [19],
[21],[22], [23], [24], [25].

Instead, research should provide empirical insights how to
use modeling languages in order to have a much bigger impact
on process modeling in corporate practice [19]. Reference [26]
describes the need for an effective and efficient modeling
support in order to evolve from an art of afew specialists to a
daily routine for regular staff. Regular staff tends to have a
low modeling competence and usudly conducts process
modeling on an irregular basis [24]. From both atechnological
and an organizationa perspective, there is a need to assist
casual modelers to conduct process modeling in a more
productive way [26].

B.Empirical Research in Process Modeling

Most of the empirica research conducted so far addresses
guality aspects of process models such as understandability or
complexity [4], [27], [28], [29], [30], [31] and complexity of
modeling languages [32], [33], [34], [35].

In connection to this stream of research several authors
point out that both modeling tool vendors and consumers put
too much emphasis on the keystrokes of the modeling tool
although the capabilities of the modeler are of magor
importance to modeling success [24], [36].

References [25] and [31] provide empirical evidence that
prior experience with a particular modeling language might
not be of magjor importance when using another modeling
language.
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With regard to the BPMN, only the core elementsused
frequently in corporate practice [37], [38]. Thé&en obvious
need for empirical insights on the process of madehat can
be of particular value for casual modelers or nesid-rom an
industrial engineering point of view, research orocess
modeling lacks sound empirical data on differentrkiay
methods in process modeling.

C.Atypical application of Predetermined Motion Time
Systems (PMTS)

PMTS like Methods-Time Measurement (MTM) [39],
Work Factor (WF) [40], or the Maynard Operation Seace
Techniqgue (MOST) [41] are methods primarily used t
analyze manual work processes and to design omizgti
work systems.

PMTS can also be utilized to obtain hints aboutsjine
improvements with regard to an existing working Inoet or to
support the identification of the most efficient nkimg
method from a selection of alternative working noeth [42].
As a result, the underlying work processes can deeribed
for education and instruction purposes [43].

Analyses by means of PMTS can generally take ptace
different levels of detail. These levels can eithee
fundamental motions like reach or grasp (MTM-13eguence
of motions such as get or place (MTM standard Hat¢
values), or fundamental operations like get andglMTM-
UAS/-MEK).

Within the context of process modeling, the appiica of
PMTS bears the potential to gain insight into therking
methods of modelers. Despite the possibility te)@esign the
socio-technical work  system  under
inefficiencies and pitfalls with regard to the wimdx method
become transparent by means of a PMTS application.

Mental activities require some further explanatisisce
they cannot be modeled with most PMTS if they ggobel
simple yes or no decisions.

Since the introduction of the WF-standard elemeahtal
processes by [44], mental procedures during planron
correction can be captured by PMTS—cognitive preegor
creative work are excluded [45].

The application is limited to tasks with transmissiof
information perception to an immediate action, ,echecking
the process model results in a corrective actioplacement
of a graphical element.

I1l. LABORATORY STUDY

With regard to the absence of empirical researcth wi
regard to the working methods of modelers with eddht
application experience, this paper addresses tHewiog
research question:

Which working methods exist in process modeling,,i.
how do modelers with different levels of applicatio
experience actually use a modeling language?

The research question addresses an issue thatatelg r
been addressed in process modeling research, elélspifact
this question is critical for research to havergdaimpact on
process modeling in corporate practice and teaatongepts.
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A.Methods
This section describes the empirical study accgrttn46].

1) Selection of Subjects

A total of 15 subjects—twelve men and three womgeda
between 26 and 38 years (31.4 vyears, SD=3.29)—
participated in the experimental study. All of themere
research assistants at a technical university irm@ey. The
type of sampling is quota sampling since the subjece
chosen from modeling affine disciplines, i.e., iattial
engineering, business information systems, andwsaodt
gngineering. Each subject had at least one yedegsional
experience in his respective field from both indastand
research projects. All subjects had the German yelLand
hold an academic degree in their scientific diseml three
hold a doctorate.

The subjects were divided into three groups acogrdo
their level of application experience. Group | deted of six
research assistants that stated to have createel tinan 20
process models so far and to frequently model legsin
processes or work processes. Group Il consistedoof
research assistants that stated to have creategdett least
five but less than twenty process models so fartandrely
model business and work processes. The five ssbjiect
group lll stated to have created less than five@gse models.

2) Experimental Design

The experimental design is illustrated in Fig.tlsHows the
independent variables, the experimental design, Hrel
tlependent variables.

One Factor with three treatments (level of
application experience)

[%]

2 5

< 2

3 |—» © 14

; > 8 | . Y Dependent Variables:

s ) g L/ > Procedure—» « Model development time
< ; g [ 114 « Activity labeling style

g @ \ /)

o ai

£

Independent Variables at fixed levels:

« Comprehensibility of the modeling task
« Experience with modeling tools

« Familiarity with modeling languages

Fig. 1 lllustration of the experiment accordind46]

—C

The design type is one factor with three treatmainse
three levels of application experience are distisiged.

Since there is only one modeling task in this eixpent,
randomization is not an important design issue.

The subjects used for this experiment may haveemifit
experience with computer-based modeling tools. Sahe
them have used such tools before, some have not. To
minimize this effect, a novel setup was preferrefli fiext
section).
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Since the three treatments do not have an equabewuof
subjects, the experimental design is not balanced.

3)Apparatus

4)Procedure and instrumentation

Prior to the main experiment, the personal dataewer
collected—this includes age, profession, educationa
background, and duration of affiliation to a pautar

The working area was a whiteboard mounted on ahbeig scientific discipline. The level of application eqence was

adjustable table. The subjects could therefore take
ergonomic position for task solving. This novel ugetwas
preferred to a computer-based design in order tludg the
influence of prior experience with modeling todlsel ARIS,
Microsoft Visio or Eclipse.

@ O

Fig. 2 Tangible C3 modeling shapes

The subjects used
represented the C3 basic elements (cf. Fig. 2)s Bet o
elements is quite similar to the ones of other jepoontrol
flow oriented process modeling languages like thesiBess
Process Modeling Notation (BPMN) or the Event-Dnive
Process Chain (EPC) (cf. Fig. 3).

C3 BPMN EPC
Activity Task Event Function
Information
Information Da.la object
object
Tool Systen
5 v
| Text |
/ Annotation
Shortcoming - Risk
Start
event
Start point Start event
° O
event
End point End event

Fig. 3 Graphical elements of C3, BPMN, and EPC

The C3 connectors and routing elements had to derdon
the whiteboard by means of a board marker. LabehegC3-
shapes as well as writing on the whiteboard alsib tbabe
carried out with the board marker.
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determined by means of a questionnaire in a pte-tes
including questions on the number of created poesdels,
frequency of application of process modeling at kyor
experience with computer-based modeling tools akt ase
knowledge and main use of process modeling language
brief introduction phase followed in which each jegb was
introduced into C3 by means of a design templatee T
template showed a sample process model with brief
explanations of the C3 graphical elements. Theesttbjhad to
read the explanations and were allowed to ask iqusson the
C3 elements in order to resolve possible uncertasnfThe
allotted time for completing the modeling task waset
limited. Finally, the subjects had to fill out a egptionnaire
with items related to quality issues of process asad

Instrumentation for an experiment includes objects,
guidelines, and measurement instruments [46]. fhar
empirical study, instrumentation includes paperbas

questionnaires for the pre-test and the post-t@stesign
template, the tangible C3 modeling shapes provideaitray,
and a board marker. Both procedure and instrunientatre

tangible modeling shapes Whiélhustrated in Fig. 4. The design template was ta@ain
f adherence to the 7PMG [18].

Group IE
- I Introduction
roup i i
Pre-tes Qroup into conce_pts Ma!n —> Post-tes
assignment| and graphical experiment]
7N syntax of C3 A N
i Group Il S i
—— g —

\ Tangible C3 \
\—— modeling \—
Questionnaire shapesand  Questionnaire
(paper-based) Design Template board marker (paper-based)

Fig. 4 Procedure (upper box) and instrumentatiowgt box)

5)Modeling Task

The main experiment comprised a text-based mod&isig
dealing with a knowledge-intensive service procete—
development of a control unit for the automotivelustry.
Task size was kept around fifty graphical elemesimse this
is the upper bound for a single process model daogto the
7PMG [18]. The text of the modeling task comprisgtb
words of which 128 had more than three syllablesriny
modeling task creation, value was placed on a cehgmsive
text and that no special knowledge, e.g., domaowkedge, is
required to solve the task.

6) Dependent and Independent Variables

In accordance with the experimental design, théydeype
of the experiment is one factor with three treattsene., the
independent variable is the level of applicatiopexience in
process modeling at three different levels.

1SN1:0000000091950263



Open Science Index, Industrial and Manufacturing Engineering Vol:6, No:10, 2012 publications.waset.org/14605.pdf

World Academy of Science, Engineering and Technology
International Journal of Industrial and Manufacturing Engineering
Vol:6, No:10, 2012

The independent variables kept at fixed levels @uier The duration of each of the nine fundamental opmrat
experience with computer-based modeling tools, argiven in Fig. 5 was logged by means of a customemad
unfamiliarity with the modeling language in use]231]. software program. This program was equipped witheni

Two types of dependent variables were distinguishetluttons in order to start the timing and introdacehange of
Model development time and working method are psce operation at the same time. An additional tenthtdoutvas
related variables and activity labeling style israduct-related introduced for two major reasons.
variable. This distinction picks up the currentcdission on First, it allowed for capturing the repeated exexpubf the

process and product quality mentioned in section I. nine fundamental operations and to determine tked tome
for each recorded fundamental operation. Seconuge-ti
7)Hypotheses and Statistical Analysis consuming activities like movements around the Wwaylarea
The level of application experience is likely tdeat model or search for graphical elements in the tray cdndcbxcluded
development time as well as time for mental adésit from the analysis. Like in regular PMTS usage, time
1) Model development time is significantly higher forconsumption for task completion is calculated bdiad the
subjects with low application experience (H1). total time for each fundamental operation.
2) Time required for mental activities is significantbwer
for subjects with higher application experience XH2 1)Model development time

The results of the one-way ANOVA do not show a
Personal factors such as application experiencélkalg to  significant main effect of level of application exjence in
affect the subject’'s working method. Considerings,ththe process modeling on model development time (F(224)

following hypothesis was formulated: 1.396, p=0.285). The first hypothesis (H1) canrm
3) The working method of a subject with a high appl@ma accepted.

experience is more exact and cadenced than theingork Group | Group Il

method of a subject with a low application expetien 4.53%

(H3).

Based on the results of a previous study [47], the
application experience is likely to affect the dtyalof the
process model:

4) Subjects with a high level of application experienc
achieve higher model quality in terms of activigbél
quality (H4). BT 25%
5) Proceeding from H4, subjects with higher applicatio
experience spend significantly more time on lalgetiman
subjects with lower application experience (H5).

62,90%

Group Il

2,26%

6,93% B Mental Activities

Fig. 6 Average time for each fundamental operatiopercent)

B Introduce Swimlane
The statistical analysis was conducted with theissizal

software package SPSS Version 19.0. A one-way sisabf
variance (ANOVA) was calculated to test hypothddésH2,
and H5. For multi-level comparison of means the fBowoni
post-hoc test was calculated. A Chi-square testosbzulated
to test the hypothesis H4. The significance leval éach
analysis was set at=0.05.

O Get and Place Graphical Element

O Determine Flow Logic

66,76%

O Labeling

O Take Corrective Action

B.Results With regard to mental activities, the results o ime-way

The videotapes were analyzed in real-time and ifless ANOVA show a significant effect of application exjence
into a predetermined format of fundamental operatiorhe on time for mental activities (F(2,14) = 4.642, 0032) as
level of detail is quite similar to the MTM Univeis Well as on time for labeling (F(2,14) = 7.547, 9.808). The
Analyzing System (UAS) since it refers to fundanaént hypotheses H2 and H5 can therefore be accepted.
operations in process modeling such as get ancepthca  Fig. 6 shows the percentage of each fundamentabtpe

graphical element or labeling (cf. Fig. 5). in relation to model development time, i.e., theakdime for
task solving. Concerning the other fundamental apans, the
time differences were not statistically significant
Operations
| ] | | 2) Working Method

As a result of the video analysis, two basic wagkin
| | | | | | | | ! methods were identified. The first working methsdyiven in
@ petermind| oo o comeel  FIQ- 7. It is characterized by a constant changevéen the

information

flow Layout || Labeling elaboration of structure and behavior from thetd@mmodel
Fig. 5 Fundamental operations considered in therérapstudy completion. Ten subjects adhered to this workinghoe.

(3) Getand| | (4) Get and Plage (6) Determing
Place Activity | Satellite Elemer]t| Control Flow
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Fundamental Operation| Sequence of Operations

Mental Activities {

Introduce Swimlane ’ I

Labeling ; ﬂ k

Getand Place
Graphical Element

Determine Flow Logic V I

I o

o |

Take Corrective Action V

*

Model com plet'i()n

Fig. 7 First identified working method

The second working method (cf. Fig. 8) can be dethals a
more systematic, planned, and cadenced approaplotess
modeling. It was chosen by three subjects andasatherized
by an almost complete definition of the structurke tioe
process, followed by the elaboration of the behawibthe
process.

Fundamental Operation| Sequence of Operations
Mental Activities L 4 r\ P\
Introduce Swimlane
Labeling i k ﬂ
e Bt o] W] Mefele] I
Determine Flow Logic ) t / h f\ f *--0
Take Corrective Action V \0 V

L 4 *

Model structure completed Model completion

Fig. 8 Second identified working method

Two more subjects divided the process into partiatels
and elaborated these models one by one accordiither the
first or the second working method.

H3 can only be accepted with restrictions for tweasons.
First, only three subjects chose the second workirghod
(cf. Fig. 8).

Second, only two out of these three subjects hadnighest
level of application experience in process modelimgt the
third was very familiar with the development of tsadre
development processes.

3) Activity Labeling Quality
Three activity labeling styles were distinguishexdstiown
in Table I.

TABLE |
CONTINGENCY TABLE OF LABELING STYLE FREQUENCIES

Activity labeling style Total number of

Grou . . . modeled
P Verb-object Action-noun Neither activities
Group | 193 (83.19%) 18 (7.76%) 21 (9.05%) 232
Group Il 51 (35.17%) 67 (46.21%) 27 (18.62%) 145
Group Il 112 (60.87%) 49 (26.63%) 23 (12.5%) 184

The associated statistig?(2) = 95.26, df=4, p = 0.000)
shows a statistically significant difference betwdble three
levels of application experience. H4 can therefmeccepted.

C.Threats to Validity

The authors affirm that there are some limitatiomsinly
concerning different threats to validity.
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Four threats to validity are referred to in thddwaling [48].

1) Conclusion validity

The subjects are expected to deliver a lot of delten
solving the modeling task. Thus, there is a risk the data is
not correct due to mistakes, e.g., a bad experahelgsign.
Possible data inconsistencies are, however, naveel to be
particularly related to the background or applicati
experience of the subject. The conclusion validittherefore
not considered to be critical.

2) Internal Validity

Internal validity refers to the issue that the tneent causes
the outcome, i.e., make sure that it is not a fastdch cannot
be controlled [46]. The internal validity of the pirical study
is ensured by keeping the extraneous variableixed fevels
(cf. Fig. 1).

3) Construct validity

In the authors’ opinion, the chosen dependent bhataare
appropriate measures to investigate the hypothékeso
H5.There is no empirical evidence that modelersirttav
different application experience perform differgriti process
modeling. The important issue for the empiricaldgtis that
there is a proven difference in application expa& and the
actual size of the difference between the groupbjexts and
the group Il subjects is of minor importance.

4)External Validity

With regard to the external threats, it is highiglmble that
the results of the group | subjects are obtainetth wimilar
subjects from corporate practice which have prattic
experience.

Sample size is very small and the sample only stssif
research assistants. Future research should caoléat from
practitioners who might follow other working mettsod

A further difference to process modeling in corpera
practice is that relevant process information cdaddrecalled
by a subject at any time during the laboratory wtog simply
reading up the task. In a real word setting the eterdmight
chose another working method due to situationdabfac

D.Discussion

With regard to model development time, experienced
modelers developed the process models on average fhan
novices.

A statistically significant difference between g®ups was
found for time for mental activities and time faabkling.
Experienced modelers did not need as much timenfemtal
activities as modelers with less application exgwre. In
contrast experienced modelers spent more timelumatitay.

They seemed to have a better understanding of ighat
relevant for the information content of a processdei and
incorporate this information more conscientiousoirthe
process model. Experienced process modelers achiegker
consistency with the predefined sample solutionsereds
novices left out more information and developed cpss
models with less information content.
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Regarding activity labeling style, the modelers hwihe
highest application experience seemed to havefarpreee for
verb-object activity labeling (83.19%). The grodpdubjects
also preferred verb-object labeling style (60.87%}hough
with a much lower percentage. The group Il subjdwts
generally more variety in their labeling style aadslight
preference for the action-noun labeling style.
corresponding activities may be misinterpreted bynadel
user and might lead to inadequate working procedurbese
results empirically support the findings from [18hd a
previous study [49].

IV. CONCLUSION AND OQUTLOOK

Methods of industrial engineering such as PMTS likar
potential to investigate and improve working methadd
process modeling. The study presented in this papssunted
for the aspect of the modeling method and theremyributes
to a still limited body of knowledge on working rhetls in
process modeling. The findings might have the patkto
further enhance human performance in process nmadeli

With a prospect on future research and from anstréa
engineering point of view, this research has ingtians in
terms of technical, organizational and personnaliés [50],
[51]. Technical issues are related to the modetow, e.g.,
how a modeling tool can support working accordiongthe
identified working methods. Organizational issues mainly
related to training concepts in process modelingrséhnel
issues are related to the modeler and his set ibfietand
skills.
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