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Abstract—Until recently, researchers have developed various
tools and methodologies for effective clinical decision-making.
Among those decisions, chest pain diseases have been one of
important diagnostic issues especially in an emergency department. To
improve the ability of physiciansin diagnosis, many researchers have
developed diagnosis intelligence by using machine learning and data
mining. However, most of the conventional methodol ogies have been
generaly based on a single classifier for disease classification and
prediction, which shows moderate performance. This study utilizes an
ensemble strategy to combine multiple different classifiers to help
physicians diagnose chest pain diseases more accurately than ever.
Specifically the ensemble strategy is applied by using the integration
of decision trees, neura networks, and support vector machines. The
ensemble model s are applied to real-world emergency data. This study
shows that the performance of the ensemble models is superior to each
of single classifiers.

Keywords—Diagnosis intelligence, ensemble approach, data
mining, emergency department

|. INTRODUCTION

HE hospital’s emergency department is a complex unit in

which the fight between life and death is only a breath
away. The emergency department has been frustrated by the
problems of overcrowding, long waiting time, patient care
delays, and high costs over decades. Accordingly, to solve
these problems has become the hottest issue in this area.
Several internal or external factors have contributed to the long
processing time and patient care delay: patient characteristics,
emergency department staffing patterns, access to health care
providers, patient arrival time, management practices, and
testing and treatment strategies chosen [12]. Understanding
these factors well is an important step to improve the efficiency
of patient carein an emergency department.

Most hospital stoday have employed certain kinds of hospital
information systems to manage their healthcare or patient data.
These systems typically generate vast amounts of data in the
forms of number, text, chart, and image. This raises an
important question: “How can healthcare practitioners turn that
data into useful information that would enable to make
intelligent clinical decisions?’ Considering the fast growth of
data content, size, and diversity, researchers have focused on
techniques to find useful information from collections of data
during previous decades. Although its application to medical
dataanalysis has been relatively limited until recently, the term
‘data mining’ has been increasingly used in the medica
literature [11]. The goal of predictive data mining in clinical
medicine is to derive models that use specific patient
information to support clinical decision-making.
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Data mining models can be applied to building of
decision-making procedures such as prognosis, diagnosis, and
treatment planning, which once evaluated and verified, could
then be embedded within clinical information systems [31].

Accordingly, the purpose of this study is as follows: first,
using data mining techniques, this study focuses on generating
the association rules that help physicians to decide which lab
tests they should select, which can reduce lab-testing time and
cost in the emergency department. Second, this study aims to
build an ensemble of classifiers that supports to make a
complex diagnosis, which can help physicians to formulate
clinica decisions more quickly and more accurately. The
organization of the paper is as follows: Section 2 explains
medica data mining appeared in the literature and its
application to the emergency department. Section 3illustratesa
hybrid decision model as a research methodology used in this
study and section 4 applies the methodology to the real
emergency data. Section 5 evaluates the methodology and
compares it with other techniques. Section 6 provides
conclusions and future directions.

I1.LITERATURE REVIEW

A.Medical data mining

Medica data mining has been applied to accurate
classification and rapid prediction for prognosis and diagnosis
of patientsin aspecialized medica area[5][24]. It hasbeen aso
used for training unspecialized doctors to solve a specific
diagnostic problem [20]. Among severa agorithms for
classification and prediction tasks, a decision tree is one of the
frequently used techniques in medical data mining area [15].
Whileit is easy to find many casesto prove the decision tree to
be useful in the business domain, the decision tree enables to
predict prognoses and diagnoses in the domain of medicine, by
using tree-structured models or in the form of ‘IF
condition-based-on attribute-values THEN outcome-value' to
identify useful features of importance. Khan et al. [19] used
decision trees to extract clinica reasoning in the form of
medical expert’s actions that are inherent in a large number of
electronic medical records. The extracted data could be used to
teach students of oral medicine a number of orderly processes
for dealing with patients with different problems, depending on
thetime. Yun [38] utilized a C4.5 agorithm to build adecision
tree in order to discover the critical causes of type Il diabetes.
She has learned knowledge about the illness regularity from
diabetes data, and has generated a set of rules for diabetes
diagnosis and prediction. The Apriori algorithm was useful to
figure out large item sets and thus to generate association rules
from medical data. Abdullah et al. [1] adopted an association
algorithm to find the relationship between diagnosis and
prescription. They stated that purchases and medica bills had
much in common. Tan et d. [36] used the Apriori agorithm to
mine the rules for the compatibility of drugs from prescriptions
to cure arrhythmiain the traditional Chinese medicine database.
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The experimental results showed that the drug cdibility Angina pectoris (AP) and acute myocardial infanct{aMI)
obtained by the Apriori algorithm generally was sistent with  are two types of acute illness, which can easdd o death.An
the traditional Chinese medicine for that dise&aergency accurate diagnosis and treatment of patients vidistcpain is a
data is the data collected by emergency departmeditficult task of emergency physicians. A procedurdiagnose
environment. They are more critical to human Iifart routine  patients with acute chest pain should identify high patients
medical data. Most diseases included in the emeygdata are quickly for a fast cure [10]. Bassan et al. [2] lexaded the
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fatal diseases. Ceglowski et al. [4] discovereadatment
pathways’ through mining medical treatment procedun the
emergency department. They found that the workioathe
emergency department varied depending on the number
presented patients, and was not affected by the ©p
procedure carried out. Rossille et al. [33] havespnted a
complementary perspective on the activities focHjpepatient
groups by the emergency department: patients dvgedr old
or less than 75 year old. She thought once valijateese
views would be used as decision support tools &ivering
better care to this population. Lin et al. [21]fioa way to raise
the accuracy of triage through mining abnormal dcsgic
practices in the triage. A two-stage cluster anslyg/ard’s
method, K-means) and a decision tree analysis dene on
abnormal diagnoses in an emergency department.

Artificial neural networks have been applied to fiedds of
clinical diagnosis mostly to render the complex dodzy
cognitive process of diagnosis. Many previous ssidiave
shown the suitability of neural networks in the igasof
clinical decision support systems and biomedicaliegtions.
Ellenius et al., [9] assessed chest-pain patieTddaclared the
limits of critically-sized systematic errors by callating the
decrease in diagnostic performance of neural nésv@uven
and Kara [14] concentrated on the diagnosis of suhal eye
through the analysis of Electrooculography signaith the
help of neural networks. Support vector machinégsare
recently of increasing interest to biomedical reskers. It is
because of not only the characteristics of wellfibed theory,
but also the superiority in practical applicatio@anforti and
Guido [6] developed kernel-based SVM classifiersit the
early diagnosis of acute myocardial infarction. Byning a
10-fold cross validation procedure, the performan€eheir
classifier was 97.5%. Majumder et al. [22] made os8VM
for classification by integrating the recursive tiga
elimination.

B. Chest pain research

All tables and figures you insert in your documairg only to
help you gauge the size of your paper, for the eamnce of
the referees, and to make it easy for you to iste preprints.
Chest pain is one of the most common reasons whylp®isit
emergency rooms. Chest pain is particularly impurtecause
it may announce the existence of a serious andsmtaly
life-threatening disease. In addition, it can benpbicated by
the frequent disassociation between signal strefsgthptoms)
and seriousness of underlying pathology.

Considering the ratio of the outbreak of chest pagulting
from each body organ, it is easy to find that caedliseases are
the most common cause of chest pain (45%), followgd
musculoskeletal (14%), psychiatric (8%), gastratital (6%),
and pulmonary (5%) [27]. In fact, cardiac diseas®sthe third
most common diseases in Korea (22,347 people di2d09)
and they have maintained the status over thedastdars [35].

International Scholarly and Scientific Research & Innovation 6(7) 2012

324

efficiency of a systematic diagnostic approach liest pain
patients in an emergency room in the relationshépvben
diagnosis of acute coronary syndrome and hospitidiz rates
in the high-cost care units. Martinez-Selles ef2d] described
the characteristics of patients with chest paineraluated the
usefulness of the CPU-65 index for risk stratificatof chest
pain. Their research showed that the most freqdegnosis
for patients discharged from the emergency depattmas
atypical chest pain and respiratory infection.

Ridker et al. [32] examined a group of healthy
postmenopausal women over three years to assesskhef
cardiovascular events associated with base-lineldewf
markers of inflammation. Conroy et al. [7] initidtea
Systematic Coronary Risk Evaluation project to d@vex risk
scoring system for use in the clinical managemeft o
cardiovascular risk in European clinical practidelagaleti et
al. [37] found the relation of lipid concentrations heart
failure, taking into account age, gender, and asatext
cardiovascular risk factors.

Ill.  RESEARCH METHODOLOGY

A. Emergency department process

There have been many studies that focus on redegignd
enhancing efficiency of the emergency departmeocess.

Based on these studies, a common process of current

emergency department can thus be depicted. A nepgateent
enters the emergency department, picks a numbereamains
in the waiting area. When their number is calléé, patient is
assessed by a triage nurse who screens for appartcal

symptoms. If the patient is found to be in criticahdition, they
are transferred to the Intensive Care Unit for irdiate care.
Otherwise, the triage nurse assigns a triage cegerdling on
the patient’s condition (1 to 5, 1 being most cit).

Once a triage code is assigned, the patient waitsaf
physician’'s assessment. The waiting period depemdshe
availability of physicians and examination roomdteA the
first assessment, lab tests may be required bypliysician
(blood test, lung scanner, and so on). If not, pladient is
discharged to go home or transferred to anotheartient. A
patient with complete lab test results has to \aggin for a
second assessment by the physician requestingste After
the second assessment, the patient may be disdhtrggo
home with a prescription or transferred for adnaissPatients
arriving by ambulance are transferred directly e trauma
room without triage [8].

B. Diagnosis intelligence using data mining

Based on the process in an emergency departmenstaidy
concentrates on the steps between ‘Lab tests sstjudr ‘Tests
completed’-> ‘Waiting’ - ‘Physician assessment’.
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They are where the problems of congestion, longimgai
time occur seriously over decades
department. If some unnecessary tests can be rehwadtieout
any loss of diagnostic accuracy, the cost causeun fr
congestion and long waiting time can be reduced.

EMR data

Lab tests
data
H Domainknowledge

Diagnosis
data

Andlysis of lab test
patterns

Fig. 1 A research methodology for diagnosis ingeltice using an
ensemble of classifiers

Fig. 1 illustrates the research methodology, wimhsists of
three stages, such as data collection, featuretseie and an
ensemble strategy. The first stage of the methggolis
collecting data in the form of electronic medicatord (EMR)
from an emergency department of a hospital. The EdtRrds
include the information of patients, lab tests, diatjnosis.

Feature selection is the second stage of importanteis
study. It reduces the dimension of EMR data in sualay that
selected features can represent the most sigrifaspects of
data. This study reduces the number of lab testessary to
diagnose chest diseases accurately. In doing $®,sthdy
extracts association relationships between labs testd

Specifically, DT algorithms involve C5.0 (Entropgdiex)

in the emergenaepnd Classification and regression tree (Gini andoilhgy

indexes). NN algorithms include Multilayer percept(MLP),
Radial basis function network (RBFN), and Exhalesfivune.
SVM algorithms involve RBF and Polynomial kernels.

After generating each single classifier, it neadadgregate
independent trained classifiers into DT ensembliidy
ensembles, and SVM ensembles through using an e
aggregation method, voting and confidence-weighteting.
Furthermore, the ensembles with higher performarase be
collected to generate the final ensemble model. driee with
the best performance will be the best final ensemizdel.

1. Feature selection from lab tests

The association algorithm finds the associativati@hship
between lab tests. Whenever a patient gets meldibaiests,
associations occur between lab tests regardinghdsis, The
Apriori algorithm is chosen to analyze the assomfst and
select the most critical features.

The information of lab tests and diagnosis is extéd from
the EMR, and then the chest pain diseases involvéte data
are clustered into several kinds, i.e., acute mybah
infarction, angina pectoris, and so on. The clestdab test
data according to each disease is analyzed by tréorA
algorithm that generates association relationshgiaeen lab
tests. The frequent association rules that contdtital lab
tests revealed by domain experts are selected ftioen
generated association rules, which form a knowledgse
called ‘Lab tests association base’.

Association rules mining using Apriori is a two{sferocess,
where in the first step frequent item-sets (in tiase, lab tests)
are discovered and in the second step, associaties are
derived from the frequent item-sets [17][26]. Hoe first step,
the algorithm makes multiple scans over the datahé first
pass, the support of individual items is counted frequent
items are determined. In each subsequent passt &fse
item-sets found to be frequent in the previous [mssed for

diagnosis, which are revealed by the Apriori algomi in the ~generating new frequent item-sets, called candidete-sets,
form of association rules. The association ruleehisr an and their actual support is counted during the paesthe data.
implication of the formX - Y, which means 'If a patient takes At the end of the pass, those satisfying minimurppsut
a lab tesk, then he will take a lab te¥t The ruleX > Yhasto Cconstraint are collected, and they become the fegettie next

satisfy pre-specified minimum support
confidence levels.

Domain knowledge about diagnostic tests for thesthain
diseases helps select the lab tests associated thitbe
diseases. Thus, the second stage includes sutbstahwhich
domain knowledge mentions they are important, feoset of
lab tests chosen from the association rules tha hacorded
higher scores on support and confidence levels, (algpve

0.9). For example, X is one of the critical tests mentioned in

the domain knowledge, then, a t¥swill be selected from the
rules in the form ofX - Y or Y - X, whose support and
confidence values are higher than 0.9.

In the third stage, by using the lab tests selectéte second
stage and other information of patients (e.qg., iptesdiagnosis
and medical records), an ensemble strategy of ifitzt®on
algorithms is adopted to classify diagnosis of theain.
Several different types of classification algoriginmcluding
decision trees (DT), neural networks (NN), and suippector
machines (SVM) are chosen to use.
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and minimunPass. This process is repeated until no new fregtem-sets

are found.

The second step is to generate the desired ageaciates
from the frequent item-sets (in this case, labsjegtll subsets
of every frequent item-sétare enumerated and for every such
subseh, a rule of the form & (f — a) is generated if the ratio of
supportf) to supportd) is at least minimum confidence. Given

a set of transactionfD =T, ..., T} and a set of items

{I=1,..., 1.}, such that any transactidnin D is a set of

items inl, an association rule is an implicatidm B where the
antecedenA and the consequeBtare subsets of a transactibn
in D, and A and B have no common items. Statistical
interestingness can be measured according to \sadoieria,
which are related to the observed frequency ofrties [39].
The support for a rula>B is obtained by dividing the number
of transactions, which satisfy the ruINAéB, by the total
number of transactionsl:
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Support@>B) = Npss 1)

The confidence of the rule>B is obtained by dividing the
number of transactions, which satisfy the ruleh®/mumber of
transactions, which contain the body of the rate,

N
Confidencef>B) = —=2 = supportp—>B) / support ) (2)
NA
The lift takes the confidence of a rule and relatds the
support for the rule’s consequent:

Lift( A>B) = confidenceA->B) / supportB)
=supportA->B) / supportd)supportB) 3)
Notice that a lift value greater than 1 indicatheré is a
positive association, whereas a value less thaditdtes there
is a negative association.

2. Ensemble strategy for clinical classification

With the selected lab tests discovered by the kFeat
selection from lab tests’ stage and other inforarediagnosis,
patient, and medical record data), an ensembl¢egirawith
several different types of classification algorithare adopted
to use. This study specifically selects several [NNs, and
SVMs as individual classifiers.

C5.0 is one of popular decision-tree learning t¢28. The
distinctive characteristic of a C5.0 model is hdwe division
rule split is chosen for the units belonging to up,
corresponding to a node of the tree [29]. The kadte is
expressed as the following equation 4:

. s
Gain(S, A) = Entropy(S) — Z—l X Entropy(S)

i=1

4

wheren is the number of attribute{§|| is the number of cases

in the partitionS, |S| is the total number of casesSnEntropy

impurity is the usual choice as the following eduab:
Kk(m)

I(m):—ZITiIogrri

i=1

®)

where 77 is the fitted probabilities of the levels presenhode

m, which are at mod{(m).

Classification and regression tree (CART) partgiatata
into two subsets so that the records within eatlsestuare more
homogeneous than in the previous subset [13]. Taer¢hree
different impurity measures used to find splits fBART
models, including Gini, Twoing, and Least-squaredidtion.
For symbolic targets, Gini or twoing can be theickoThe
Gini index,g(t), at a node in a CART tree is defined as:

9t =2 p(j 1)pG It)

j#i

(6)

(s =121 p(J 1t)= PG It) T’ ()

wheret, andty are the nodes generated by the split.

MLP is a hierarchical structure of several percapdgrand
overcomes shortcomings of the single- layer nenetvorks

[25][34]. The training algorithm for MLP requires
differentiable, continuous nonlinear activationdtians:
1
0= - (8)
@+e™)

wheresis the sum of products of weights and inputs.

A RBF neural network has an input layer, a hidadsmet, and
an output layer. Neurons in the hidden layer con@aussian
transfer functions whose outputs are inversely grignal to
the distance from the center of neurons. The Exheuprune
method is related with a prune method. It startthai large
network and prunes the weakest units in the hidgdehinput
layers as training proceeds.

SVM generates input-output mapping functions frosetof
labeled training data. For classification, nonlindeernel
functions are often used to transform input data ato
high-dimensional feature space. The RBF kernelh ag an
exponential(Gaussian) kernel uses the Euclideatardie
between vectors andy:

1

K Y) =k(llx -y [[)= expt— Ik-y ]I C)

20

where K : RS - R is a kernel profile. For a Polynomial
kernel,

Koy 06Y) = (i +1)", > 0 (10)
The ensemble approach uses ‘Simple voting’
‘Confidence-weighted voting’. With simple votind,tivo out
of three models predict ‘yes’, then ‘yes’ wins byae of 2 to 1.
In the case of confidence-weighted voting, votesweeighted
based on the confidence value for each prediclibns, if one
model predicts ‘no’ with a higher confidence thha two ‘yes’

predictions combined, then ‘no’ wins.

IV. DATA ANALYSIS AND RESULTS

A. Data collection and preprocessing

Data involved in this study were based on the sbedat
medical records of chest pain patients who hadivede
treatment in an emergency department of a hostak data
of 478 patients were extracted from the databasehef
emergency department from July 2006 to June 200®@érer
were 410 kinds of lab tests. Because a patient Sores took

wherei andj are categories of the target field. The Towingeveral tests at a time and/or took the same tes than once,

index, ®(s,t), for a splits at a nodé is defined as:
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therefore the total number of lab tests received B patients
corresponded to 16,581 records.
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The EMR dataset also included eleven attributesiabla
from the database of the emergency department,hwhere
patient number (PNO), diagnosis, date of arrivadetof arrival,
age, gender, symptom, ocode, subcode, oname, atidgte
results. To protect privacy of the patient, anfiaitl PNO was
assigned uniquely to the individual patient. ‘ocode a
high-level classification code and ‘subcode’ is cavdevel
classification code that represents each lab Testacilitate
analysis, the data were sorted in ascending ord@N® by
using EXCEL 2007 and rearranged to put the samierpat
information in the same row.

Fig. 2 illustrates samples of preprocessed dath aitow
having the following attributes: PNO, diagnosisiivea date
and time, age, gender, symptom, and a series oladli@sts.

| PNO | Js03942 01| 4262834 14] J252834 02| 252834 03] J262834 08| 250834 05| J25283A 08| 252834 07 J25283A 08| 252834 0]

2338023 0.050 16 7800 1800 200 % 0,600 40 3500 1.900
0.040 2 £100 2.000 175 5 0.700 100 5600 3.000
0.060 5 7.500 7.500 172 17 3.400 104 5.300 2,900
$null§ 19 8,800 3.500 142 18 1.000 170 7.100 4.000
0.040 4 7.600 3.700 86 25 1.100 180 5700 3.200
0.040 16 9.400 2.800 9 17 0.900 197 7.400 4.400
0110 2 9,000 3200 8 18 1.000 229 6.400 4.400
0.050 13 9.200 3.400 "7 2 1.000 193 7.300 4.200
0280 13 6,800 2.800 74 2 1.100 99 4500 2100
0.040 59 8700 2700 127 16 1.200 160 6700 3.400
0.040 33 5800 2300 104 9 1.000 11 6.700 3.600
snulls 12 8.400 2.600 96 5 0,600 99 5.900 2,600
0.040 49 9.500 4.100 154 8 0.800 198 7.400 4.000
0.060 12 8.300 2.900 172 16 1.000 162 7.600 3.500
0.050 12 9,900 3.700 142 13 0.800 173 7.800 4.400
0.040 38 2800 2800 138 13 0.900 125 5800 4.000
0.040 13 9,400 4.300 185 3 1.500 129 7.700 4.200
0.070 13 £800 2700 "3 [} 0.800 215 6600 4.000
0.040 16 2,000 2700 12 2 1.400 183 7.200 4.000
0.040 15 £.900 4100 66 12 0.700 172 6.800 3.900
0.090 12 9,400 3.900 142 13 0.900 149 7.400 4.400
0.850 15 £.200 3.600 13 1 0.800 189 6.200 4.100
0.060 28 10000 3.400 "7 23 1.100 135 7.200 4.400
0.040 12 9,300 3.900 100 14 1.000 130 7.900 4,400
5.800 4.300
7.000 4100

2217640
2366723
2368974
1515254

636800
1667842
2330436
1442085
1339007
2072409
2265541
2357218
2353383

5212711
1874000
2264552
2141978
1966197
2367199
2366907
2370167
2087356
2101946
2365670
2311463

Fig. 2 ‘Preproé‘essAéa electronic medical records lathest results

0.120 53 9.100 2.900 120 17 0.800 184
0.040 30 9.000 4100 189 13 0.800 168

B. Description of data

The descriptive statistics of patient informatiorre a
summarized as follows. The majority of patientseveren. In
terms of the patient age, more than 56.25% of p&tiexceeded
60 years. When chest pain diseases were clusteredhiree
groups, such as AMI, AP, and others, the sampla stadwed
that AMI was the most typical disease (45.82%).ppavious
studies have pointed out, the AMI disease has bebreat to

According to Kenneth and Sharon [18], Butler ance8gki
[3], and Ren [30], the AP and AMI diseases belanipe Acute
Coronary Syndrome (ACS). Creatine Kinase (CK), @nea
Kinase MB fraction (CK-MB), and Troponin are vegnsitive
and critical tests to diagnose the ACS diseasesedan their
findings, association rules which contained each GK
(sub-code J252630_01), CK-MB (sub-code J252640 &1,
Troponin (sub-code J503942_01) were discovered hey t
Apriori algorithm. In the process of analyzing ttetationship
between lab tests, sub-codes indicating specifidéats were
set as both input and target variables. Both mininswpport
and minimum confidence values were set at 0.94cavier the
rules showing a higher frequency.

There were 4,650 rules that met the thresholdpbsti (0.9)
and confidence (0.9). As a result of using the doma
knowledge for the diagnosis of ACS, the numbeut#s which
included three crucial lab tests (CK, CK-MB, andfonin)
has been reduced to 3,585 from 4,650. Table 1 skamples
of association rules at the sub-code level. Consithe
relationship between lab tests J503942_01 and 3®524., for
example. The support value for the rule, which msedia
patient takes a lab test J503942_01, then he alss ta test
J252640_ 01, was calculated as follows:

Support(J503942_0% J252640_01) = 325/327 = 0.9939

The confidence of the rule depended on its consegcared
antecedent:

Confidence(J503942_62J252640_01) = 325/326 = 0.9969
The lift was a normalized measure of interestingnes

Lift(J503942_01-> J252640_01) = 0.9969/0.9969 = 1

TABLE |
SAMPLES OF CGOCCURRENCE PATTERNS BETWEEN LAB TESTS AT THE
SUB-CODE LEVEL

human life with a higher risk [3]. Confidence Support Lift ~ Association rules at the-sode level
There were 106 patients with the AP (22.18%) disghat  ©ne anteceden? One descendent

has been the second critical disease and therels8rpatients 100 99.39 1 J503942 62 J252640_01

with other chronic diseases (32.01%) that include 99.39 1 J503942 62 J252630_01

Cardiomyopathy, Pneumothorax, Duodenal ulcer, and % 99.25 1 J503942 02 J252620_01

Respiratory tuberculosis, for example. Becauserthrity of T anecedents One descendent

patients were the old, this study focused on theperticular. 99.87 94.18 101 1252630_01 and J25264620125283A_13

Out of 478 patients, 180 patients who were oldant®0 years 99.87 94.18 101 J252630_01 and 12526462 GR5283A_12

99.87 94.18 1.01 J252630_01 and J252646> JR5283A_11

old were selected for the further analysis.

C.Associative patterns among lab tests

As mentioned above, there were a series of 41Qdsts
conducted in the focal emergency room. Not all gy,
however, need to undergo all the lab tests siregdlrive. The
patient’s condition could get worse while waitirglte tested.
If a patient gets testing unnecessary for diagndsisuld be a
waste of time and money. In order to reduce thebarof lab
tests and to reduce time spent on tests, the mtisaklab tests
need to be revealed to diagnose the disease. Iy da, the
domain knowledge in the field of medicine was camebi to
discover important lab tests.
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From these association rules, it was found thatab&ests
had a strong association with the critical labgestich as CK,
CK-MB, and Troponin.

D.Clinical classification knowledge for chest pain diseases

For the building of diagnosis intelligence by usiag
ensemble approach, 180 patients’ records were igpdittwo
kinds of data sets at random: a training datas2® ¢(&cords,
70%) and a validation dataset (54 records, 30%fjputin
variables included the selected 59 lab tests meadicabove
and demographic information (i.e., gender, agelawh patient

1SN1:0000000091950263
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[16]. The target variable included three types bést pain
diseases: AP, AMI, and other chest pain diseases.

Table 2 summarizes the confusion matrix for the fiasl
ensemble obtained on the training data set.

All models could be compared in terms of their gai@ains
are defined as the proportion of total hits thatuss in each
decile. The larger the area between the gain cadt the

Eack raliagonal line, the better the model under constaeraFig. 3

represented the actual diseases while each colaptasented shows the gain charts for single classifier modeld the best

the classified diseases in the confusion matrixe dragonal
values showed correct classifications.

TABLE Il
CONFUSIONMATRIX FOR THEBESTFINAL ENSEMBLE OBTAINED ON THE
TRAINING DATA SET

Classified diseases

Others AP AMI
Actual Others  42(33.33%) 0 1(0.79%)
diseases AP 0 41 (32.54%) 2 (1.59%)
AMI 0 0 40(31.75%)

The classifications had an error rate of 20 + 2)/126 =
2.38%. The classification accuracy was 100% (=@0fdr the
AMI disease, 95.35% (= 41/43) for the AP diseasd,%7.67%
(= 42/43) for other chest pain diseases. Total rmoyureached
97.62%.

V.VALIDATION OF MODELS AND COMPARISON

For the validation of the best final ensemble mpdieé
records of 54 patients with chest pain were prepaeparately
from the training data set. Table 3 lists the dfasgion
accuracy of each single classifier and of each rebhke
generated on the validation set of chest pain data.

TABLE Il
CLASSIFICATION ACCURACY OF SINGE AND ENSEMBLE CLAS$IERS
(VALIDATION DATA )

Type of Classification

classifier Aggregation method Classifier accuracy (%)
SVM (RBF) 87.50
SVM 83.93
(Polynomial)
NN (MLP) 50.00
Single NN (RBFN) 64.29
NN(Exhaustive 80.36
prune)
CART (Gini) 76.29
CART(Twoing) 80.36
C5.0 83.93
Ensemble Voting SVM ensemble 85.71
NN ensemble 76.57
DT ensemble 85.71
Confidence-weighted SVM ensemble 82.14
voting NN ensemble 80.36
DT ensemble 83.93
Voting Final ensemble 92.59
Confidence-weighted Final ensemble 91.07

voting

Among the single classifier models, the SVM (RBFdal
showed the best performance on the validation daia

final ensemble model being compared together (aelien
the validation data). The gain chart of the besilfensemble
model suggests that it has better performance.

Classification accurac:

—— Bestensemble ===~ SYM(RBF)
NN(MLP)

——SVM(poly)  ——C5.0
NN(RBFN)

CART(Gini)
CART(Twoing)

Fig. 3Gain charts for the considered models obtainetheralidation
data

NN(Exhaustive]

VI. CONCLUSIONS AND FUTURE RESEARCH

The purpose of this study was to build a hybrid etad
derive diagnosis intelligence to aid in clinicatdgon making
in a hospital environment. This study used an Apélgorithm
and an ensemble approach to combine differentifitzg®n
algorithms, and analyzed actual data collected faohospital
to classify chest pain diseases, which can helsiptans to
make clinical decisions faster and more accurately.

Through evaluation, this study showed that the Ifina
ensemble model performed well (92.59% of clasdifica
accuracy) in diagnosis of chest pain diseasestdardo show
the advantage of combining the association ruléngiand the
ensemble model, a further analysis was conducteding the
three critical lab tests only as input variablese Tlassification
accuracy of using 59 lab tests as input variabled better
accuracy. By integrating medical domain knowledg® ithe
research, unnecessary lab tests could be filtaredmthat this
has brought higher accuracy to the classificatiatiseases and
savings on time and money spent on the proces$iiad tests.

Future research should consider several improvesnEinst,
this study adopted a hybrid decision-model apprpach
combining the association rule mining and the erdenof
classifiers. However, another combination of datanimgy
techniques is still possible to accomplish the sdask of
medical data mining. To think of an alternative hostology
will be a good challenge. Second, as the accunonlatind
diversification of medical data increase, the nEgdadaptive

(87.50%). For the voting ensemble, both SVM and Dethods of medical decision-making has been gridual

ensembles had the best classification accuracy18). As in

expanding. Considering the current situation of pitas

the case of training data set, the final ensemioldaihgenerated information systems, more complete and comprehensiv

by voting exhibited the best accuracy (92.59%).
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systems will be necessary for the future.
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Such a system should have medical intelligence ioweed
in this study, which can be enhanced and expanéed.
example, it can incorporate other medical attributach as
image or audio, which can help to raise the acguraic
classification and prediction of diseases. Thing, data used in
this study were collected from a single hospita icity during
one year. Due to the geographical and temporatdiion, the
data may not be typical for all chest pain patieBtsen though
the distribution of the sample data obtained wassistent with
that of patients with chest pain in the countrysth efforts are
needed to generalize the classification model agithaalology.
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