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Abstract—This paper presents a comparative analysis of a neglobal deviation of colour and/or texture, where local @artt
unsupervised PCA-based technique for steel plates texture segmegtatexture does not exhibit abnormalities. We refer thisetyp

tion towards defect detection. The proposed scheme called Varial f h r tonali roblem. In thi rw [
Based Component Analysis or VBCA employs PCA for featurlg)“r.ede ects as shade or tonality problem. In this paper we dea

extraction, applies a feature reduction algorithm based on varianceV\ﬂ]Eh_ the first type Of_ defects in steQI surfac_:es _and focus on a
eigenpictures and classifies the pixels as defective and normal. WiRgrticular approach in defect detection, which is refetreds

the classic PCA uses a clusterer like Kmeans for pixel clusteringrincipal Component Analysis that is categorized undegrfilt
VBCA employs thresholding and some post processing operationsg@sed approaches of texture analysis and segmentation.
label pixels as defective and normal. The experimental results show

that proposed algorithm called VBCA is 12.46% more accurate anx
78.85% faster than the classic PCA.

Keywords—Principal Component Analysis; Variance Based Com-
ponent Analysis; Defect Detection; Texture Segmentation.

I. INTRODUCTION

MAGE Segmentation is a difficult yet very important tasl%',% 1e'mdD ?Lexﬁfﬁeon different types of surfaces; from lefeetWood, Ceramic

in many image analysis or computer vision applications.

Differences in mean grey level or in colour in small neighbor principal Component Analysis (PCA) which is also called
hoods alone are not always sufficient for image segmentati@igenpictures decomposition [2] is a standard and popplar a
Rather, one has to rely on differences in the spatial al’Fangﬁoach used in pattern recognition and Signa| processing st
ment of grey levels of neighboring pixels—that is, on teg&tufies, since it is a simple and non-parametric method [5] foa da
differences. The problem of segmenting an image based @graction and reduction, and has recorded a great perfamena
textural cues is referred as texture segmentation probBm [in fields such as face recognition and texture analysis [g]. A
Texture segmentation is a very fundamental area of studytife pattern often contains redundant information, mapjpitg
computer vision and image processing. It is a key problem infeature vector can decrease this redundancy and yet yeeser
many applications such as object recognition, defect 8etec most of the major information content of the pattern that
quality inspection, remote sensing, and so on [4]. The @&fti are called principal components. So, PCA reduces problem
lar approach of this paper is defect detection in steel sasfa dimensionality by seeking principal features called gpat
or as it is usually called visual inspection. Non-destueeti components, and eliminating redundant information [1yvilt
visual inspection for texture abnormalities has got applems  pe the basic algorithm behind our proposed method used for
on a variety of surfaces, e.g. wood, steel, ceramics, efs. ltgetecting defective and normal areas in steel surfaces. The
highly demanded by industry in order to replace the subjectirest of the paper is organized as follows. Section Il dessrib
and repetitive process of manual inspection. Fig. 1 showesoprincipal Component Analysis, its formulas and its patticu
defect samples in different types of material. Many teche] ysage in texture analysis of an image. Section Ill elabsrate
have been developed on texture analysis and segmentaigh proposed method, Variance Based Component Analysis
towards visual inspection. These techniques are dividesl ifyBCA), and before concluding in Section V, Section IV

four categories, statistical approaches, structural agmhres, performs the percentile and visual comparison of classia PC
filter based approaches, and model based approaches [6].and VBCA methods.

The surface defects are loosely separated into two types.
One is local textural irregularities which is the main camce 1. BACKGROUND INFORMATION
for most visual surface inspection applications. The ofker A. Principal Component Analysis (PCA)
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presented by eigenvalues. Therefore the eigenfaces argedrd I1l. THE PROPOSEDMETHOD: VARIANCE BASED

based on the amounts of their corresponding eigenvalueb. Ea COMPONENTANALYSIS (VBCA)

individual image can be represented exactly in terms ofline

combination of its eigenpictures and can be approximatedOur approach in texture segmentation involves the follgwin

using only the "best” eigenpictures, i.e., those that hde tsteps:

largest eigenvalues.
1) Calculating EigenPictures: Let an imagel/m(x,y) be a hood matrix.

two-dimensionaln x n array and suppose that we have an 2y cajculating Covariance C, of neighborhood matrix.

image set with n different images, x», ..., z.,. After altering 3) Obtaining Eigenvectors and EigenValues from C.

every 2D image matrix to a vector of dimensienx< n and ) Applying 2D spatial convolution of eigenvectors to the
placing each vector in a row of matrix, we will have a matrix image and retrieving eigenpictures.

of train images with n rows where each row represents ones) Ejgenpicture Selection.
image. Covariance matrix C will be calculated by (1), and the 6) Image Reconstruction.
eigenvectors and eigenvalues can be derived from matrix C7) Thresholding.

) Rearranging 2D texture image to achieve the neighbor-

using (2). ., 8) Post Processing.
C= N Z(xi — ) (z; —7)T 1) 9) Evaluation of Results.
i=0 The first four steps of the proposed method are done by state-
1 _ o ments and equations presented in previous Section (Section
A= > uf(zi = T) (23 — T) (2) 11-B). Calculating covariance matrix C by eq. 4, achieving
=0

eigenvector and eigenvalue matrixes by eq. 5, and 2D spatial
Where 7 denotes the average of all n sampl€s$,is the convolution of eigenvectors to the image by eq. 6.
covariance matrix and; is the iy, sample, and the vectors
u and the scalarg\, are the eigenvectors and eigenvalues,
respectively. As mentioned before, the eigenvectors are @r Eigenpicture Selection
dered according to amount of eigenvalues. After choosing
(m < n) eigenvectors with largest eigenvalues as the principalAll of eigenpictures are not required for segmentation
components of the image set: process. As a matter of fact, to achieve a high level of acgura
F—Imx X @) it is necessary tp eliminate some of th_e eigenpictures.rAfte
obtaining eigenpictures, we use a technique to choose tee mo
X is the eigenvector matrix witlm rows of eigenvectors and important ones. We calculate the variance of eigenpictures

F is the matrix of 'eigenpictures’ of the image set. and choose the eigenfaces with variance values exceeding
a predefined threshold). After examining different values,
B. Defect Detection in Texture 0.05 was chosen as the best value for paraméteFor

As mentioned before, when we work with textures, an aréaajority of images, the number of eigenpictures chosen by
around a pixel is as important as the pixel itself. It meartBis threshold would be 2. It means that we will use two
that we consider an area around a pixel as an observatiorigfénpictures with variance values larger than the thiesho
it. Consider texture image as a matrix of dimensiens n. for image reconstruction process.

The neighborhood sizel, can be variant as 3, 5, 7, etc. Every

d x d matrix will be extracted as an observation of data and

reshaped asdxd vector, and it will be a row of neighborhoodB. Image Reconstruction and Thresholding

matrix, Ngb, of dimensiongk x (d x d). The Covariance matrix

C is then computed and the eigenvectors and eigenvalues ar§_|mple add't'on IS been used for 'comblnatlon of eigen-
pictures and obtaining reconstructed image. Then a thigssho

obtained: n criteria is used to determine the boundaries of defective an
C(Ngb) = 1 Z(Ngb — Ngb) (Ngb — Ngb)" (4) normal areas. Different values of threshold criteyia,have
ni been examined to determine the most suitable value for every
(C(Ngb) — Al) x u =0 ) single image @ < p < 0.2).

| is the unit matrix and\ andu are eigenvalues and eigenvec-
tqrs of.nelghborhood matnNgb respect!vely. Thg matrix of. C. Post Processing
eigenpictures B is obtained by 2D spatial domain convofutio
of image by the members of eigenfilter bank: We applied three different kinds of post processing opera-

B—Im®V, i1 n ©6) tions to improve t_he result. F_Zemovmg_ |solat_ed pixels tc_anle

’ T normal areas, filling holes in final binary image to fill the

Based on the value af, it will be d x d eigenpictures. We can defective areas and using the majority operation to smooth
reduce these numbers of eigenpictures by choosing the moasth defective and normal areas. The size of majorityjs
important eigenpictures and reconstruct image for deténgi been examined for every single image and the best of it is
defective areas in texture. been used for imagd K o < 21).
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D. Evaluation of Results Sns and Spc and therefore CA in VBCA are more than classic

Three criterions are used in evaluating the results, Sensit”"CA, but in image 5, classic PCA has better results, and in
ity or True Positive Rate (Sns), which is the percentageusf trimage 13 the results are rather the same. We also see in Table
classification of positive samples (defective pixels), Speci- !l that as time consumption of VBCA is 6.9 seconds while it
ficity or True Negative Rate (Spc), which is the percentage 32.7 seconds for cla_ssic PCA, VBCA is 78.8% faster than
true classification of negative samples (normal pixelsy aflassic PCA . Though it was expected due to less number of
Classification Accuracy (CA) that isSns + Spc)/2. We also  €igenpictures in VBCA. Visual test for three different ineag
use visual evaluation that is showing determined defeetie '€ also shown in Figure 3 where the advantages of VBCA are

normal areas on image and compare the results with origiiyifile as well. In image 5 it can be seen that classic PCA has
image. a slightly better performance, in image 7 and 11 VBCA has

separated defective and normal areas precisely, whilsiclas
V. EXPERIMENTAL RESULTS PCA has misclassified some part of normal areas as defective
We implement the proposed method called VBCA on %nq i.n ima}ge 13 VBCA has a slightly bgtter performance. So,
dataset consisting of 15 different steel surface imagek witS it iS Visible, VBCA outperforms classic PCA at most of the
dimensions512 x 512. These images are chosen to show@Mples regarding visual tests.
different types of defect on steel surfaces. In Fig. 2 some
prototype images from dataset are shown. e

Image 5 Image 7 Image 11 Image 13

Fig. 3. Visual Comparison of classic PCA and VBCA resultssfiow is

. . . lassic PCA results an nd row is VBCA results.
Fig. 2. Eight Different Samples of Steel DataSet classic PCA results and second row is VBCA results

The achieved results will be compared to a basic algorithm TABLE Il

called classic PCA. In classic PCA, pca technique will beduse TiME CONSUMPTION OFMETHODS
for featurg extraction and a st.andard unsuperwged ctus}er Daiase Fime Consimed (3
Kmeans, is adopted for clustering and segmentation of gixel Image No. || VBCA | Classc PCA

In Tables | and I, the results of the proposed method called image 1 6.35 34.07

VBCA are compared with classic PCA results regarding both :mggg % g-gg gg-;g

accuracy and time complexity. |mage 4 6.35 5011

Image 5 7.80 58.52

TABLE | Image 6 6.97 34.41

ACCURACY OFMETHODS Image 7 6.19 37.78

i Image 8 6.94 35.66

DataSet VBCA Classic PCA Image 9 6.29 38.92

ImageNo. || Sns  Spc CA | Sns Spc CA Image 10 6.63 39.39

Image 1 91.94 9232 9213 8213 77.77 79.95 Image 11 9.92 20.11

Image 2 86.30 96.28 91.29 63.60 9470 79.15 Image 12 5.90 13.21

Image 3 92.24 86.79 89.52 93.09 8243 87.7§ Image 13 6.55 8.69

Image 4 100  99.73 99.86| 79.43 6541 72.42 Image 14 6.46 24.55

Image 5 87.88 9448 91.18 92.93 97.95 95.44 Image 15 7.66 21.93

Image 6 98.10 92.32 9521 76.01 69.84 72.92 Mean 6.02 32.70

Image 7 92.63 99.09 95.86 81.82 88.80 85.31
Image 8 93.71 97.77 95.74 7391 86.45 80.18
Image 9 96.40 97.73 97.07| 87.64 67.51 77.58

Image 10 || 99.53 99.44 99.49 86.79 69.31 78.05 V. CONCLUSION

Image 11 || 98.78 97.76 98.27) 95.98 82.84 89.41

Image 12 || 99.58 99.71 99.65 86.21 78.87 82.54 In this paper we presented a PCA-based algorithm called
Image 13 || 99.23  99.02  99.13 99.32  98.95 99.14 Variance Based Component Analysis or VBCA for segmen-
Image 14 || 99.52 98.97 99.24 8564 9587 90.76 . .

Image 15 || 9587 9591 95.89 6018 89.36 74.77 tation of steel plate surfaces regarding defect deteciitwe.
Mean 9472 96.25 95.49 84.06 83.08 83.03 results of the proposed algorithm has been compared with a

basic algorithm called classic PCA regarding their acourac
As it can be seen in Table |, the results show that VBCA &nd time consumption. According to the results, it seems tha
12.46% more accurate than classic PCA. In most of imagesir proposed method, VBCA, with sensitivity of 94.72% and
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