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Abstract—This paper presents the development of an active AVC problem of flexible beams has attracted sigaifit
vibration control using direct adaptive controller suppress the interest due to its generic nature and easily adpih many

vibration of a flexible beam system. The controllerealized based practical problems such as robot manipulators, rafis;
on linear parametric form. Differential

evolutionptonisation

algorithm is used to optimize the controller usiiggle objective
function by minimizing the mean square error of thieserved
vibration signal. Furthermore, an alternative apphois developed to

electrical machines and civil structures. The dewelent of
various control strategies has been widely studibére the
performance of the control schemes has been amblyize

systematically search for the best controller matelcture together simulation and experimental studies. Haichang aodgS5]

with it parameter valuesThe performance of the control scheme if?roposed robust model reference controller and shdve
presented and analysed in both time and frequenoyath. robustness and effectiveness of the prOpOSGd methea in

Simulation results demonstrate that the proposeerse is able to the presence of varying modal frequency due to gésum the
suppress the unwanted vibration effectively. mass of the flexible beam. ltiket al. [3] employed sliding
mode control and H infinity control schemes usiteges space
Keywords—flexible beam, finite difference method, activemodeling approach. By performing experimental idfemtion
vibration control, differential evolution, directlaptive controller method, an estimated transfer function which remmsthe
system was formed. The two control strategies \appied to
I. INTRODUCTION the same system and the experimental results shaied
V|BRAT|ON control has been widely applied in manysuccess of the control approaches. Fei [6] alsealed that,
applications including automotive, aircraft, elemt the used of adaptive feed-forward sliding mode mdrand
machinery and civil structures. Vibration occursewmaver a Mmodel reference adaptive sliding mode control #fecgve in
mechanical mechanism is moved intentionally o¥ibration suppression problem.
unintentionally. The unwanted vibration may cauamege to ~ Evolutionary algorithms have proven to be one such
structures or degradation to system’s performafiberefore, Popular alternative in active vibration control iopization
many attempts have been proposed to reduce thisnted, Since the last two decades [7]-[8]. The evolutigralgorithm
disturbance by considering passive and active obntr (EA) is a robust search and optimization methodpitht is
Passive vibration control methods work well at higible to cope with ill-behaved problem domains, kiting
frequencies or in a narrow frequency range butnoffi@ve the attributes such as multimodality, discontinuityndai—variance,
disadvantage of added weight and poor low frequenégndomness, and noise. Recently, a group of refsear have
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performance. Meanwhile, the potential of Active Ktion
Control (AVC) to solve the problem has been denrated
[1].

The concept of AVC was initially proposed by Luej for
noise cancellation. AVC works based on artificignerating
the cancellation signal to absorb the unwantedudisince
force that can reduce the effect of vibration te #ystem.
Vibration suppression in AVC can be achieved byeding
and processing via suitable control schemes, thus
superimposed disturbance signals will cancel oet dbtual
disturbance force. Several strategies based oredilo®p
control scheme have been proposed in AVC systerh asc
sliding mode control (SMC), fuzzy control (FC), fselning
control and intelligent algorithms [3]-[4].
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come out with direct adaptive control using EA astooller
optimization method. This controller has been @éabased
on the indirect controller optimization initiallyrgposed by
Tokhi and Hossain [9]. For indirect controller opisation
method, controller is designed based on the idedtifnodel.
The performance of this controller depends on hocougate
the model is identified. But, for direct controlleptimisation,
it's performance depends on the ability of optirtiza
talgorithms to produce the best global minimum & fitness
value. The effectiveness of indirect and directirojtation
controller in suppressing the unwanted vibratiors leen
demonstrated in simulation platform using FD method
Hashim et al. [10] investigated the development of direct
adaptive controller used genetic algorithm (GA) the
optimisation algorithm in AVC of flexible beam sggat. A
significant amount of vibration cancellation ovebmadband
of frequencies has been achieved. Jelail. [11]proposed
active vibration control (AVC) of a flexible platstructure
using continuous ant system algorithm (CASA). Jetaial.
[12] also developed a direct PSO-AVC mechanism twhic
involves direct optimization of the controller pareters based
on minimization of the error signal (observed sign@his
approach does not require knowledge of the inptpldu
characterization of the system for controller desigohamad
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et al. [13] presented the utilization of continuous aatoay
optimization algorithm intended for active vibraticontrol of
flexible beam structures. The performance of theesy was

presented in both time and frequency domains are t

simulation results reveal that good performancedbkieved
using this approach.

Recently, differential evolution (DE) has been fdun be a
promising algorithm in numerical optimization prebis. DE
has been designed to fulfill the requirement foactical
minimization technique such as consistent convergeao the
global minimum in consecutive independent trialgstf
convergence, easy to work with, as well as abibtgope with
non-differentiable, non-linear and multimodal céshctions
[14]. Therefore, the algorithm has gained a gretgntion
since it was proposed. Ruijun [15] studied the genfance of
DE and particle swarm optimization (PSO) in optiimig PI1D
controller for first order process. DE has foundb® more
robust (with respect to reproducing constant restit
different runs) than PSO. Pishkenari [16] utilizedE
algorithm to optimize themembership functions of a fuzzy
controller for mobile robot trajectory tracking wke the
performance of the optimized controller is bettbart the
traditional fuzzy controller.Yousefi et al.[17] applied DE
algorithm to find the best values for the unknovargmeters
of a servo-hydraulic system with a flexible loadsRlts have
revealed that DE algorithm accurately identifiece time
delay, structure and parameters of the system witfast
convergence rate. Youxin and Xiaoyi [18] has amblRE
algorithm in tuning the PID controller for electfigydraulic
servo system of parallel platform. Simulation résshow that
the optimized PID controller has improved the perfances
of the electric-hydraulic servo system.

This research aims to provide an alternative cbosttbeme
using direct optimisation controller based on d#fgial
evolution algorithm in attenuating the unwantedratton of
flexible beam system. The parameters in linear matac
controller structure is optimize based on mean smeaor of
the observed signal. In this method, the contrdigie does
not require knowledge of the input/output charastiess. The
proposed control scheme used the random searcbilitypaf
DE to directly update the required controller closestic
based on measurement the observed signal andyidikely
to achieve the global minimum in the performancdein
surface. Furthermore, an alternative method has pesposed
in order to select the best controller model stmectand its
parameter using optimization EA algorithm.

The rest of the paper is structured as follow: Bact
briefly describes the fundamental theory of DE ctam 3
describes a flexible beam system and the developofea
simulation environment characterising its dynaméhdwior
for use as a platform for test and verificationttod proposed
control approach, Sections 4 and 5 respectivelpdhice the
proposed DE based active control system desigrpeeskents
the implementation of the proposed strategy, Secté
presents the associated results in a flexible be@mtem, and
finally the paper is concluded in Section 7.
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Il. DIFFERENTIAL EVOLUTION ALGORITHM

Differential evolution (DE) algorithm is a stochiast
opulation-based optimization algorithm recentlyroduced.
nlike simple GA that uses binary coding for reprdsg
problem parameters, DE uses real coding of floapogqt
numbers. The crucial idea behind DE is a scheme for
generating trial parameter vectors. Basically, Ddlsathe
weighted difference between two population vectora third
vector.

The key parameters of control aNP - the population size,
CR - the crossover constaii,- the weight applied to random
differential (scaling factor). It is worth notinghdt DE’s
control variablesNP, F andCR are not difficult to choose in
order to obtain promising results. The proposeD& has
come out with several rules in selecting the cdntro
parameters. The rules are listed below:

1) At initialization the population should be spreadrmauch
as possible over the objective function surface.

) Frequently the crossover probabil®RL1[0,1] must be

considerably lower than one (e.g. 0.3). If no cageace

can be achieved;RL][0.8, 1] often helps.

For many applicationslP=10xD is a good choice: is

usually chosesat [0.5, 1].

The higher the population siP is chosen, the lower

one should choose the weighting fadtor

These rules of thumb for DE’s control variables ethis

easy to work with is one of DE’s major contributid®]. The

detailed Differential Evolution algorithm used inet present

study is explained in section 5.

N

3)

4)

Ill. MODELING OF THEFLEXIBLE BEAM SYSTEM

A flexible beam of length,L, in fixed-free mode is
considered. A schematic diagram of the flexible nbeis
shown in Fig. 1. Force is applied at distancdrom the fixed
end at timet, and the resulting deflection from it's stationary
position is denoted by(x,f) and y(x,t) respectively. The
motion of the beam in transverse vibration is folated by
fourth-order partial differential equation (PDERthyields the
following equation[9]:

2 8%y(xt)
Sx*

82y(xt) _

1
8§x2 m ulx,t)

1)
where u(x,t) is the actuating force applied at a distance,
from its fixed end at timd, y(x,t) is the beam’s deflection at a
distance, from its fixed end at time, p is the beam constant
represented byﬂz _El with E, I, p and A representing
oA
Young’s modulus, moment of inertia, mass density armss-
sectional area respectively, amds the mass of the beam. The
model in (1) does not have damping, so there isnergy loss
in the model mathematically. The boundary condgianfixed
and free end of the beam are given by:
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y(0,t) =0
289~ ¢
ML, ) =220 =
v, ="2L0= )

whereM andV represent shear and bending moments of the ;o

beam respectively.

Fig. 1 Schematic diagram of a flexible beam system

Finite difference (FD) method is chosen to obtdie t
numerical solution of the PDE in (1). Simulatiorfsflexible
plate and beam via FD method are easy to impleruahtthe
method has been proven effective in investigatiggadics
behavior of structures [4], [19]-[20] . The beandiscretized
into a finite number of equal-length sections (segts), each

of length, Ax, and the deflection of beam at the end of each

segment is sampled at a constant tikte By using first-order
central finite difference, the PDE in (1) becomes:

2
Vi1 = —Y_y — 2SY, + %U(x, t)

3

whereU(x,t) is annx1 matrix which represents the actuating

force applied on the beamy,, (k = j—1, j, j+1) is annx1
matrix which is the deflection of the beam at segireton at

time stepk andSis known as stiffness matrix, which give the

((23;] u?. The dynamic
behavior of the beam can be simulated using (3i)clhwtan be
programmed easily via any digital programming safev In
this research, Matlab software was used to model TBe
simulation platform is designed so that user cagilyeatudy
the cases of any number of segments, length ofbdem,
different excitation signals and other simulatiequirements.

Before executing the simulation model, the pararseté
the beam given in Table 1 were set into the Matabpt.
Then the sampling time was set to be 0.3 ms inrdadsatisfy
the convergence requirement for the simulation Hictv 4*
must be properly chosen between/§<0.25 [21]. The above
sampling time is also sufficient to cover a broahge of
dynamics of the flexible beam.

characteristic of the beam anid = [
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TABLE |
BEAM SPECIFICATIONS
Parameter Value
Number of segment 20

A 0.3629
Mass 0.037 kg
Length 0.635 m

Beam constant 1.351
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IV. DIRECTADAPTIVE CONTROL SCHEME

adaptive controller scheme using differdntia
evolution algorithms is used in active vibrationntrol for
flexible beam. The aim of this controller is to pogss the
unwanted vibration of the beam by means of optitiusa
method. Fig. 2 illustrates the block diagram of\vecvibration
control using differential evolution direct optiraton
controller scheme. An unwanted disturbance sigmaltse
broadband disturbance into the structure whicheteated by
a detector. Then, the detector senses the disttetsgnal and
feed to a controller. The controller will determitiee amount
of actuator signal to reduce the level of vibratiah an
observation point along the structure.

Segment

7777777777777777777777777777777777

Observed signal Y,

Secondary signal

Flexible Beam

Disturbance
Force

\

2=k

B(z)
AZ™)

DE optimisation
algorithm

Fig. 2 DE AVC of flexible beam using DE direct atlap controller

In this study, the aim of the controller desigidsninimize
the deflectionYo via the actuator forcing signal)c for
generating anti-phase control signal to countetfeet/ibration
produced byJp. Optimal vibration reduction can be achieved
by DE optimisation method based on the observedasit..
The controller is realized in a linear parametao as:

Uc(t) = —aUc(t — 1) — a Ut — 2) — -+ — apUc(t — n)+boUy (t) +

(4)

byUy(t — 1) + - + byUy (t — m)

wheren andm are the order of lags for the denumerator and

numerator of the controller model order structure.

DE optimisation method is designed in such thaait be
used to find the best controller structures as veall its
parameter in order to yield optimum cancellatiomrafadband
vibration at the observation point along the beaire fithess
function used in the optimisation algorithm is mhsn the
mean square error of observed deflection sigriaiwhich is
formulated as:
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fle) =2, (I%,1)? (5)

k a, a» as ay as by b, b; by bs m n

Fig. 3 Problem dimension

where N represents the number of output samples. With the

fitness function, the global search technique af DE is
utilized to obtain the best parameters and ordeicktres of
the controller.

V.IMPLEMENTATION OF DE CONTROLLEROPTIMISATION

Differential evolution (DE) algorithm is a heuristi
optimization algorithm recently introduced. Unligenple GA
that uses binary coding to represent the paramdbdsuses
real coding of floating point numbers. The cruditda behind
DE is a scheme for generating trial parameter vecto
Basically, DE adds the weighted difference betwéen
population vectors to a third vector.

The key parameters of control aM® - the population size,
CR - the crossover constarit,- the weight applied to random
differential (scaling factor). It is worth notinghdt DE’s
control variablesNP, F andCR, are not difficult to choose in
order to obtain promising results. Storn [22] hawene out
with several rules in selecting the control pararet The
rules are listed below:

1) The initialized population should be spread as mash
possible over the objective function surface.
Frequently the crossover probabili§RLI[0,1] must be
considerably lower than one (e.g. 0.3). If no cogeace
can be achieved;RL1[0.8, 1] often helps.

For many applicationslP=10xD, whereD is the number

of problem dimensiort- is usually choseat [0.5, 1].

The higher the population size\\P, the lower the

weighting facto~ should choose.

These rules of thumb for DE'’s control variables ethis

easy to work with is one of DE’s major contributiidm].

The detailed Differential Evolution algorithm usiedtuning
the PID controller is presented below:

2)

3)

4)

A. Setting DE Parameter Optimisation
All the DE optimization parameter required foriapkzation
process is listed below:
* D - problem dimension
* NP, CR F - control parameters
* G- Number of generation/stopping condition
e L,H- boundary constraints
In this study, population siz&lP = 65, crossover constant,
CR = 0.8, mutation constanf = 0.5, and the number of

The boundary constraint is set based on the indalid
parameter range. For example, controller parametensd b
are set at the interval of [-1, 1], it means tlat boundaryL
= -1 and high boundary = 1. Details information about DE
initial setting is shown in Fig. 4.

D=13; %dimension of problem
NP=65;%Population size
F=0.5;%differentiation constant
CR=0.8;%crossover rate
GEN=100;%generations

%order

Lm=1; %low boundary constraint 1Kp
Hm=5; %high boundary constraint 1
Ln=1; %low boundary constraint 2al
Hn=5; %high boundary constraint 2
Y%parameter

L1=0; %low boundary constraint 1Kp
H1=1000;%high boundary constraint 1
L2=-1; %low boundary constraint 2al
H2=1; %high boundary constraint 2
L3=-1; %low Oboundary constraint 3 a
H3=1; %high boundary constraint 3
L4=0; %low Oboundary constraint 4 bl
H4=1:%hiah boundarv constrain

NJ

Fig. 4 DE parameter setting

B.Vector Population Initialisation

Initialize all the vector population randomly inethgiven
upper and lower bound and evaluate the fitnesad gector.

(6)
(@)

Popg =L+(H-L)rand (01), i=1,.DP,j=1,.NP.
Fit = f (Pop;)

Before the optimization is launched the populatieeds to
be initialized and its fitness function needs todwaluated.
The population is initialized randomly within itsolindary
constraints is done using (6). Each of the indigdin the
population is used to compute the fithess valuekvhéferred
as MSE The fitness value is computed by the fitness fonct
as in (7) which is referring to active vibration ntml of

generatiorG = 100. The problem dimensioB,is set based on foviple beam. Fig. 5 shows the block diagram opydation

the number of controller parameters,
denumerator order and controller gdinused in the objective
function. In the previous study, controller modetder
selection has been done by a trial-and-error metNo&v, an
alternative approach has been developed to sydtaihat
search for the best controller model structure ttogrewith it
parameter values. The range for controller moddeohas
been set from 0 to 3= n = 0 to 5) which mean the problem
dimensionD = 13. Fig. 3 illustrates the individual of sotuti
space in problem dimension. Individual in problemehsion,
D:
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numerator 1orde, jts corresponding fitness value. For examgl@ontrol

parametersa and b [1[-1, 1], controller gaink 1[0, 1000],
and controller model ordem andn [1[1, 5], population and
fithess values are calculated as:
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For controller gaink 1[0, 1000], Popuation 3 Random [ndividual ¢

Popy1 = 0+ (1000 — 0)rand, ,(0,1) Pop A\

Pop,, = 6888 =k i i
k

For parameterg, L1[-1, 1], o

Popy, = —1+ (1 — (=1))rand,,(0,1) Dovoiemy | [

Popl'z = 0.5944 = aq

m

n

For controller model order, nl[1, 5],
Popl,lz = 1 + (5 - 1)Ta1’ld1’12 (0‘1) Target Vector, x;
Pop, 1, = 104714 =m

Then, the value of individualare sent to the objective
function which is the AVC of flexible beam systern t Vectume, - vr ;
compute for fitness value (refer to Fig. 5 below).

Tndividual X
J

For, xX2 XNP

k

al to
as

Dimension of o AVCof Vj e = Xr3,G + F'(Xrl.G - sz,G)

problem,D 5 [ flexible beam

Fig. 6 Mutation process

n

ii) Crossover
Perform crossover for each target vector with itstant
vector to create a trial vectoyg,.

v _
Fitnes, EIJ__I__LI__LE 7777777777777 > |__L| Uj g = (Ugj e, Upj e Upj Gea)

i

Fig. 5 The block diagram of population and its esponding fitness . .
value _ |Vijeu if (rand <CR 0O Rnd=1)
UjGu =

C.Perform Mutation and Crossover Xjc Otherwise

Whenever initialization process is done, the ofation
process is executed. The optimization process wilh i=1,....D
iteratively until the end of generations. By refiegrto Fig. 6,
the first individual fitness value from the currgrdpulation is Crossover is done in order to increase the dityersi the
set to be the target vector. Then the trial veitareated by perturbed controller parameters for each individimlthe

selecting three individuals randomly from the cotre population. The block diagram on how this procesddne is
population, mutate using (8) and crossover with th@et gshown in Fig. 7.

vector. The fitness value (MSE) of the trial vea®computed Targe Vector Mautant Vector Trial Vector
by sending its individuals to the fitness function. — i
i) Mutant vector i
For each vectorx s (target vector), a mutant vector is
generated by:

Vi =Xz6 + F.(Xi16 = %r26) (8

rand(2) < CR

Problem

Where the three distinct vectors;, X» and Xz randomly Dimension, D _|
chosen from the current population other than tavgetor e =R
X,c. The detail example how the mutant vector is deireeth
is shown in Fig. 6.

rand(2) < CR

Fig. 7 Crossover process
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D.Verifying the boundary constraint

If the bound (i.e. lower & upper limit of a vari&l is
violated then it can be brought in the bound rarige.
between lower & upper limit) either by forcing itot
lower/upper limit (forced bound) or by randomly igssng a
value in the bound range (without forcing).

if x, O[L,H], x =L+(H-L).rand (0 9)
Equation (9) is purposely used in order to make shat all
the parameter vectors are within its boundary cairgs.

E. Selection

Performance of the trial vector and its parentampared
and the better one is selected. This method is laiswn as
greedy selection. Selection is performed for etatget
vector, X, by comparing its fitness value with that of thialtr
vector,u;c. Vector with lower fitness value is selected fexn
generation. Fig. 8 shows how the selection procsss
performed. The process is repeated until a termoimat
criterion is met. The flowchart shown in Fig. 9 suarizes the

AVCof
. Plexible beam

«———

Trial fitness
(MSE)

Fitness Values
MSE)

,,,,,,,,,,,,,,

Fig. 8 Selection process

ra
T T T T

[TT]
LT i e T

Fig. 9 Flowchart of differential evolution direai@ptive controller of
AVC flexible beam system
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VI. SIMULATION RESULTS

In this section, fixed free flexible beam with sifieations
in Table 1 was simulated. The beam was divided o
segments and a sampling time of 0.27078 ms thisfisatthe
stability requirement of the FD simulation modeldais
effectively to cover the resonance frequenciesibfation of
the flexible beam. In order to study the perforneann the
proposed controller, sine disturbance signal witiplitude of
10V and frequency of 15 Hz was applied at segm@arifthe
beam, and the control actuator signal was appliségment
20. The detector and observed signal were placesgghent
14 and 20 respectively.

The proposed controller is design based on DE direc
adaptive control. Differential evolution optimisati method is
used to search for the best controller parametetsding its
optimum controller model structure. All these candone in
single optimisation approach. The search spacedotroller
gain, controller parameters and controller modeleoris set
based on Fig. 4. Since there was no prior knowleatgmit a
suitable order of the controller, thus in this gsé an
automated approach is proposed to search for tre be
controller model order within 1 to 5. The selectioh DE
optimisation parameters has great effect on thimpeance of
the DE search algorithm, thus some guidelines aadadble
[14]. Normally, NP should be chosen between 5 to 10 times
the dimensions of problem. The valueFofies between 0.4 to
1.0 and forCRis from 0.1 to 1.0, but in gener@R should be
as large as possible for quick solution. In thiadgt the
number of generatiorGEN, NP, F andCR were set to 100,
65, 0.5 and 0.8 respectively. The complete paramatgtting
can be seen in Fig. 4.

As shown in Fig. 10, DE optimisation achieved tlestb
MSE levels of2.424 x 13° m in the 98 generation with sine
disturbance force signal. The optimum values fontialer
gain, controller parameters and controller modeleorare
shown in Table 2. All these values have been seamutiomly
using DE optimisation method in a way that a global
minimum of MSE is achieved. This result reveal tlfad
proposed method can be used to automatically sdarcthe
best controller model order by eliminating trial darror
method proposed by previous studies [10], [13]].[23

The system performance with sine disturbance isvehio
Figs. 11 and 12 which illustrate the time and fety
responses of the beam deflection respectively bedad after
control where a significant reduction of vibratidevel is
achieved. It is observed that the spectral attéonstchieved
at the first five resonance modes of the beam &r236dB,
23.37 dB, 24.39 dB, 9.16 dB and 8.559 dB respdpti{eee
Fig. 13). It shows that the power spectral densitthe system
reduces sufficiently at the first mode because finst
vibration mode of system has large impact on oVesatem
performance as it consist most of the vibratiorrgye
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Fig. 10 DE convergence profile

TABLE Il
IDENTIFIED CONTROLLERPARAMETERS

Co_ntroller 353.2
gain, k
Numerator

3
order
Denumerator

4
order

al a2 a3 a4 ab
Numerator

parameter -0.6524 -0.3644 -0.3393 - -

bl b2 b3 b4 b5

Denumerator
parameter -0.6373 -0.2260 0.2881 0.0923 -

Fig. 11 Time domain responses

Single-Sided Amplie Spectum ofy()
T

VO (68)

\

N
| N "wu/ |
([ m—ry

P M

R WMMW
1 | I 1 |

(] 0 o w [ 0 20
Frequency (2)

Fig. 12 Frequency domain responses

Ampltde Atermuation Spectrum ofy()

El
Frequency ()

Fig. 13 Amplitude attenuation
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VII. CONCLUSION
The design and implementation of an adaptive active

control mechanism using DE optimisation algorithas tbeen
presented and verified through simulation exercigesa
flexible fixed-free beam system. The performance tloé
control system in vibration reduction with sine tdibance
force signal has been assessed. It has been deateddhat,
a significant amount of vibration reduction ovee thll range
of frequencies of the input signal has been ackievihe
methodology proposed in this paper utilised DE rofgation
to directly adjust controller parameters based e MSE of
observed signal at the tip of a flexible beam. Ti&ivation
gained with this approach is that no knowledgehefdynamic
characterisation of the plant is needed for colgrol
adaptation. The proposed method to automaticabyckefor
the best controller model order structure is atldewpork
successfully without trial and error method.

ACKNOWLEDGMENT

The authors wish to thanks the Universiti MalayBierlis
(UNIMAP) and Universiti Teknologi Malaysia (UTM) fo
providing the fund and facilities to conduct thesearch. This
research is funded by Universiti Teknologi Malaysia
Research University Grant Vote 00J20.

REFERENCES

[1] F. Christopher,Handbook of Noise and Vibration ControVirginia:
John Wiley & Sons Inc, 2007.

[2] P. Lueg, "Process of Silencing Sound Oscillaié U.S. Patent 2 043
416, 1936.

[3] M. ltik, et al, "Active Vibration Suppression of a Flexible Beasa
Sliding Mode and H infinity Control," ifProceedings of the 44th IEEE
Conference on Decision and Control, and the Europézontrol
ConferenceSeville, Spain, 2005, pp. 1240-1245.

[4] A. Madkour, et al, "Intelligent Learning Algorithms for Active
Vibration Control," in IEEE Transactions On Systems, Man, And
Cybernetics—Part C: Applications And Revie2@07, pp. 1022-1033.

[5] G. Haichang and G. Song, "Active Vibration Stegsion of a Flexible
Beam with Piezoceramic Patches Using Robust Modefer@nce
Control," Journal of Smart Materials and Structures|. 16, pp. 1453-
1459, 2007.

[6] J. Fei, "Adaptive Sliding Mode Vibration Contr8chemes for Flexible
Structure System," presented at the Decision andtr@02007 46th
IEEE Conference, New Orleans (USA), 2007.

[71 A. R. D. Curtis, "An Application of Genetic Atgithms to Active
Vibration Control," Journal of Intelligent Material Systems and
Structuresyol. 2, pp. 472-481, October 1, 1991 1991.

[8] C.T.Wangler and C. H. Hansen, "Genetic akjpon adaptation of non-
linear filter structures for active sound and vitlma control," in
Acoustics, Speech, and Signal Processing, 1994S8PA%4., 1994
IEEE International Conference pf994, pp. I11/505-111/508 vol.3.

[9] M. O. Tokhi and M. A. Hossain, "A Unified Adapé Active Control
Mechanism for Noise Cancellation and Vibration Segpion,"
International Journal of Mechanical Systems andn8igProcessing,
vol. 10, pp. 667-682, 1996.

[10] S. Z. M. Hashimet al, "Active Vibration Control of Flexible Structures
Using Genetic Optimisation,"Journal of Low Frequency Noise,
Vibration and Active Controljol. 25, pp. 195-207, 2006.

[11] S. Julaj et al, "Active Vibration Control of a Flexible Plate 8tture
Using Ant System Algorithm," irComputer Modeling and Simulation,
2009. EMS '09. Third UKSim European Symposiun26a9, pp. 37-42.

[12] S. Julaj et al, "Active vibration control of a flexible plate strture
using ant system algorithm," 2009, pp. 37-42.

[13] M. Mohamad et al, "Continuous ant colony optimisation for active
vibration control of flexible beam structures," Mechatronics (ICM),
2011 IEEE International Conference,d011, pp. 803-808.

452 1SN1:0000000091950263



Open Science Index, Mechanical and Mechatronics Engineering VVol:6, No:2, 2012 publications.waset.org/13646/pdf

World Academy of Science, Engineering and Technology
International Journal of Mechanical and Mechatronics Engineering
Voal:6, No:2, 2012

[14] R. Storn and K. Price, "Differential EvolutiehA Simple and Efficient
Heuristic for Global Optimization over Continuoupa8es,"Journal of
Global Optimizationyol. 11, pp. 341-359, 1997.

[15] D. Ruijun, "Differential Evolution Versus Paie Swarm Optimization
for PID Controller Design," inFifth International Conference on
Natural Computation, ICNC '09.Tianjin, 2009, pp. 236-240.

[16] H. N. Pishkenariget al, "Optimum Synthesis of Fuzzy Logic Controller
for Trajectory Tracking by Differential EvolutionScientia Iranicayol.
18, pp. 261-267, 2011.

[17] H. Yousefj et al, "Application of Differential Evolution in system
identification of a servo-hydraulic system with &exfble load,"
Mechatronicsyol. 18, pp. 513-528, 2008.

[18] L. Youxin and C. Xiaoyi, “Tuning PID ControlaPameters on Hydraulic
Servo Control System Based on Differential Evolutislgorithm," in
Second International Conference on Advanced CompQentrol
(ICACC), Shenyang, 2010, pp. 348-351.

[19] I. Z. M. Darus and M. O. Tokhi, "Soft Compugibased Active
Vibration Vontrol of a Flexible StructureJournal of Engineering
Application of Artificial Intelligenceyol. 18, pp. 95-114, 2005.

[20] S. Z. M. Hashimet al, "Genetic Adaptive Active Vibration Control of
Flexible Structures," presented at the Proceedif$SS'04: IEEE SMC
UK-RI Chapter Conference 2004 on Intelligent Cyle¢i Systems,
Londonderry (UK), 2004.

[21] M. O. Tokhi and R. R. LeitchActive Noise ControlOxford, U.K.:
Clarendon, 1992.

[22] R. Storn, "On the Usage of Differential Evadut for Function
Optimization," in Proceedings of the Fuzzy Information Processing
Society Berkeley, CA, USA, 1996, pp. 519-523.

[23] S. Julajet al, "Control of a flexible plate structure using et swarm
optimization,” in Evolutionary Computation, 2009. CEC '09. |IEEE
Congress on2009, pp. 3183-3190.

Mohd S. Saad was born in Jitra, Kedah, Malaysia, in
December 2, 1976. He received his diploma in
Mechatronics from Polytechnic Sultan Abdul Halim
(POLIMAS), Malaysia in 1997 and graduated from
Universiti Teknologi Mara (UITM), Malaysia in
Bachelor Degree of Electrical Engineering in 2002
and completed his Masters Degree (Mechatronic and
Automatic Control) Electrical Engineering from
Universiti Teknologi Malaysia (UTM), Malaysia ingtyear 2007. His field of
research is in control engineering and currentigraing his knowledge by
undergoing PhD studies on Active Vibration ConiroUTM. Mr. Mohd S.
Saad also actively involves with Engineering Prsifasal Bodies in Malaysia
such as Board of Engineers, Malaysia (BEM).

Hishamuddin Jamaluddin is a Professor at the
Faculty of Mechanical Engineering, Universiti
Teknologi Malaysia. He teaches subjects such as
Control System, Instrumentations, Multivariable
System and System Identification for undergraduate
and post graduate programmes. He obtained the
Bachelor of Engineering (Control Engineering)
degree in 1982, Master of Engineering (Control
System) degree in 1985 and Doctor of Philosophy
degree in 1991, from Sheffield University, U.K. His
research interests include System Identificatiomhigle Dynamics, and
Intelligent Control System.

Intan Z. M. Darus was born in Melaka, Malaysia,
in September 1% 1976. Sheeceived her First Class
B.Eng (Hons.) degree in Mechanical Engineering
from the University of Wales College Cardiff,
Wales, United Kingdom in 1998 and later her Ph.D
in Automatic Control and Systems Engineering from
the University of Sheffield, United Kingdom in
2004. Currently, she is an Associate Professdnen t
Department of System Dynamics & Control, Faculty
of Mechanical Engineering, Universiti Teknologi Mwgsia. Her current
research interests are active vibration controldefing and simulation of
dynamical system, soft computing and artificialeligent techniques for
system identification and control.

International Scholarly and Scientific Research & Innovation 6(2) 2012 453 1SN1:0000000091950263





