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Abstract—The current research paper is an implementation of 0.3923 0.9087 0.1429
Eigen Faces and Karhunen-Loeve Algorithm for faeeognition. _ _
The designed program works in a manner where a ueniq 0.5060 0.0835 0.8585
identification number is given to each face undil.t These faces 0.7681| |-0.4091| |0.4926
are kept in a database from where any particuta ¢éan be matched v v v

1 2 3

and found out of the available test faces. The Haeh —Loeve
Algorithm has been implemented to find out the appate right
face (with same features) with respect to giveruinmage as test
data image having unique identification number. Tgrecedure
involves usage of Eigen faces for the recognitibfaces.

Consider the eigenvectors [2]of ATAsuch that
AAY, = 4y, )

Keywords—Eigen Faces, Karhunen-Loeve Algorithm, Face Pre multiplying both sides b4, we have
Recognition. AA (AV) = (14 AV) ©)

|. INTRODUCTION Eigenvectors of Covariance Matrix (Equation 2 ajhd 3

FACE recognition system based on Eigen Faces Method and U = Av
Karhunen-Loeve algorithm. Eigen values and Eigetorsc
are [1] defined as I¥ is a nonzero vector amdis a number
such that (- 02621][ 03256 |[- 13511]
Av=Av @) - 02621|| 03256 || - 13511
Then,v (Equation 1) is said to be an eigenvectoAafith — 06527!|| = 33773|| 22735
eigen valuel. - 01137|| 09922 || 10014
- 05589|| - 10076 || - 60561
Example: 06015 || - 05080|| - 54206
Eigen Vabie 04895 || 23100 || 06517
0 0 0
2 1 y 1 | 06379 || - 16434)| 17008 |
1 2 1 u, u, u,
& _ _ o -
- 02621][ 03256 |[- 13511
- 02621|| 03256 || - 13511
Eigen - 06527|| - 33773|| 22735
vectoy u=|-01137|| 09922 || 10014
- 05589 | - 10076 || - 60561
06015 || - 05080|| - 54206
Eigenvectors of Covariance Matrix The eigenvectorsf 04895 || 23100 || 0B517
AA are 0 0 0
| 06379 || - 16434 17008 |
u, u, u,
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Here, u resemble facial images which look ghostly, hence
called Eigenfaceé face image can be projected into this face
space bypk = UT(xk — m)wherek=1,...,m

The test image is projected into the face space to obtain a
vectorp (Equation 5)
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p=UT(x-m) ®)

sample faces are needed. These images will be ased
examples of what an image in face-space looks likese

The distance op (Equation 6) to each face class is definefinages do not necessarily need to be images qgiebple the

by
€k2=|p-pk [2k=1...m (6)

system will later be used to identify (though itnchelp);
however the image should represent variations opeldv
expect to see in the data on which the systemgsa®d to be
used, such as head tilt/angle, a variety of shadomgitions

A distance threshold [2p., (Equation 7) is half the largest etc. Ideally these images should contain pictufefaces at

distance between any two face images:

6, =1/2maxj K{|p, - p, [} j.k=1..m ™

Find the distanc€ (Equation 8) between the original image

x and its reconstructed image from the eigen faeeaxf,

€2:||x—xf||2,where xf =U*x+m (8)
The Recognition [2] process begins with the condgi
if €ns> 6,
Then, input image is not a face image;
if €< AND €k=4_ forall k 9)
Then, input image contains an unknown face;
If €< 8, AND €k*=mink{ €k} < 6, (10)

then input image contains the face of individual k*

Il. EIGEN FACES

close to the same scale, although this can be aulisired
through preprocessing if necessary. It is requihed all of the
images being used in the system, both sample ahihages,
be of the same size. The resulting Eigen facesalsth be of
this same size once they have been calculated.

It should be noted that it is assumed that all iesabeing
dealt with are grayscale images, with pixel intgnsialues
ranging from 0 to 255. Suppose, therelarienages in our data
set. Each sample image will be referred toXaswvhere n
indicates that we are dealing withdample image (1<¥ <=
K). EachX; is a column vector. Generally images are thought
of as pixels, each having, (y) coordinates with (0, 0) being at
the upper left corner (or one could think of an gmaas a
matrix with y rows andx columns). Converting this to a
column form is a matter of convenience, it can lo@elin
either column or row major form, so long as it isnd
consistently for all sample images it will not affethe
outcome. The size of the resulting column vector will
depend on the size of the sample images. If thepleaimages
arex pixels across and y pixels tall, the column veetdr be
of size (x*y) x 1. These original image sizes must be

The Eigen face method for human face recognition i@membered if one wishes to view the resulting Eifgees, or
remarkably clean and simple. The basic conceptridetiie projections of test images into face-space. Thi®iallow a
E|gen face method is information reduction. Whene Onnorma| image to be constructed from a column thd]mage

evaluates even a small image, there is an incieeditviount of
information present. From all the possible thinggt tcould be
represented in a given image, pictures of things liok like

faces clearly represent a small portion of thisgeapace.
Because of this, we seek a method to break downorpithat
will be better equipped to represent face imagéserathan
images in general. To do this, one should genelmtse-
faces’ and then represent any image being analyzethe

system as a linear combination of these base f&sse the
base faces have been chosen we have essentialiyerbthe
complexity of the problem from one of image anayg a
standard classification problem. Each face thatwigh to

classify can be projected into face-space and &matyzed as
a vector. A k-nearest-neighbor approach, a newslork or

even a simply Euclidian distance measure can be fme
classification. The technique can be broken dowo ithe

Generate the Eigen faces, Project training datafatte-space
to be used with a predetermined classification putand
evaluation of a projected test element by projeciiirinto face
space and comparing to training data.

[ll. GENERATION EIGEN FACES
Before any work can be done to generate the Eigeesf
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pixels. LetX™ be the mean of ak; (1 <=i <=K). This is the
step to calculate an average face of the databfasee were to
reinterpret the vector as a normal image, it woayighear as
one might expect, as shown in Fig. 1.

Fig. 1 Addition of Faces

The next step is to calculate difference fadesuch thatJ;
= X; - X (whereX is mean) and form a matrl}, such thaty
= [U; U,....U]. Our goal now is to generate the eigenfaces
which is done by calculating the eigenvectors ot th
covariance matriJU" .This cannot be done directly as the
size ofUU" is (x*y)*(x*y) which is very large. Clearly, doing
these calculations on a resulting matrix of thisess going to
be taxing on all but the most specialized, advamelware.
To avoid this problem, a trick from linear algelisaapplied.
The eigenvectors of thdU™ matrix can actually be found by
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considering linear combinations of the eigenvectdrheU'U
matrix. This is extremely usefully when one reaizbat the
size of theU™U matrix isK x K. For practically all real world
situationsK << (x*y). The eigenvectorss of this matrix can
be readily found through the following formula:

Eigen values that provide a measurement of how reaneingy
is contained in each mode.

It makes a principal component analysis that is a
mathematical way of determining that linear transiation of
a sample of points in L-dimensional space whichildththe
properties of the sample most clearly along therdioate
axes. Along the new axes, the sample variance xrenees
and uncorrelated, see Fig. 2. Using a cutoff on gheead
along each axis, a sample may be reduced in
dimensionality. This way it can be used to transfor
independent coordinates into significant and indelpat ones.

The KLC transform is a reversible linear transfotinat
exploit the statistical property of a vector regrstion. The
basic function of KLC transform are orthogonal Eigeector
of the covariance matrix of a data set. A KL transf
optimally decor relates the input data. After a Khnsform
most of the energy of the transform coefficientasicentrated

k 11
W. = I:1U|E|i -

T

Where,E; is thelth value of thgth eigenvector ot)'U and
J; is the corresponding Eigen value wf and E;. The linear
algebra part of this trick is given below: Let thigenvectors
of U'U be E (1 <= j <= K) and the corresponding Eigen
values bel; . Hence, it can be written:

its

U'UE =AE, (12) within the first few components. This is compactery
property of KL transform.(As from Fig. 2)
Multiplying both the sides by,
U*U'U E, =4, UE, (13)

Thus, w, = UE; is the jth eigenvector ofUU™ with
corresponding eigenvalug The fact that the eigenvalues for
the UUT andU'U are the same (though if we were going to
calculate all of the Eigen values of th&" matrix, we could
get more values, the eigenvectors of th&J only represent
the most important subset of the Eigen values ef b’
matrix).

Before ,-" After
Prncipal Eigenvector

Fig. 2 Larhunen-Loeve (KL) Map

IV. KARHUNEN-LOEVE (KL) TRANSFORM

The Karhunen-Loeve (KL) transform is a preferreatid The seismic tracesd(t) correspond to the rows of the named

for approximating a set of vectors or images byow | s ! :
dimensional subspace. The method provides the aptimdata matrixxn*m , n is the number of traces in the gather and

subspace, spanned by the KL basis, which mininttze$/SE mthe number of gathers. The zero-lag covarianceixnatmn
between the given set of vectors and their prajastion the
subspace. The KL transform has found many apphicatin

V. KARHUNEN-LOEVE (KL) IMPLEMENTATION

traditional fields such as statistics and commuioca In Efnm xn*m  xn*m (14)
computer vision, it was used for a variety of tasksh as face

recognition, object recognition, motion estimationisual This expression can be decomposed as

learning, and object tracking. Typical computer ions £*nm Vn*p An* mVh* p (15)

applications calculate the KL basis of hundredshousands

images, each of size (Width Height) in the rangd@K to 1 In equation 2 the columns of the mathsn*p are the
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M. The basis is partial and typically includes ordyfew
dozens vectors or less. Calculating the KL bagisnages of
size requires roughly operations. In many applicetj this
large computational demands may be prohibitivefabt, for
such applications, even the memory requirement exaged
the resources of common computers. Several attempis
already made to reduce the computational effortubing
efficient image coding. The Karhunen-Loeve expamss a
powerful spectral technique for the analysis ancti®sis of
dynamical systems. It consists in decomposing atiapa
correlation matrix, which can be obtained througimerical

eigenvectors ®*n and An*n is a diagonal matrix with the
eigen values on the diagonal. These eigen vallesraered
in descending sequence along the principal diagohahe
matrix An*n, V*nptis the corresponding transpose matrix. The
principal component of the data can be written by:
Mp*m Xn* mVh* p (16)
If we form the matrixM’p*m by selecting the uppen rows

of the matrixMp*m, mis related with the order of the filter or
principal row number, placing zeros in the remanmm

or physical experiments. The decomposition producgs, s 1 is related with the Cut of the Filter, the Groul is

orthogonal Eigen functions or proper orthogonal esdand

International Scholarly and Scientific Research & Innovation 3(4) 2009 10.

assumed to be represented by the matrix produaieket the
eigenvectors matri¥n*p and the matrixM’p*m, that include
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or

the principal components in agreement with theofuilhg TABLE I. FUNCTION DESCRIPTION
expression:
X'p*m Vn*mMp*m a7) Sr.No | Function Discription
1. Select image: Read the input image
Finally, the Ground rolX’'n*m is subtracted from the data
matrix Xn*m, obtaining the gather without Ground roll
2. Add selected image The input image is added f
Xowm Xem Xiem (18) to database database and will be used f
training
Where, X, is an*m matrix that represents the filtered seist
mic gather. As mentioned befoX@*m s the input data matrix
1 * H H
?ndxrr: m is a(;natrlx that represents the Ground roll ex&act 3 Database Info Show information’s about th
rom the input data. images present in databas

VI. PRESENTIMPLEMENTATION

In the system (designed) functions by projectingefamages
onto a feature space that spans the significafdti@rs among
known face images. The significant features arewknas

them.

"eigenfaces"[4] because they are the eigenvecimiac{pal 4.

components) of the set of faces.
Face images must be collected into sets: everycsdled
"class") should include a number of images for epetson

Face
[9-10]

Recognitio

Face matching. The selected inp
image is processed

(entity), with some variations in expression andhia lighting.
When a new input image is read and added to thmirtga
database, the number of class is required. Otherwisnew
input image can be processed and confronted wlitbladses

Delete Database

Remove database from the cy
directory

present in database. We choose a number of eigensét 6.

equal to the number of classes. Before start inprgeessing
first select input image. This image can be sudeelysadded

Visualization tool

Show information’s

to database (training) or, if a database is alrepibsent,
matched with known faces.

Exit

Quit the procedure

Images must have the same siz€.
this is not true you have to resiz

rrent

First, select an input image clicking on "Selecagma". Then
add this image to database .If one choose to addédnto

First, the recognition [3] and[11-13] system is rinnthe

database, a positive integer (face ID) is requilets positive  GUI (as shown in the Fig. 3).Then input image iected by
integer is a progressive number which identifiepeason pressing the select image icon in the GUI addrtizge in the

(entity) (each person (entity) corresponds to asg)laFor

example: run the GUI delete previous database agfositive).

"imagel.jpg" to database the ID has to be 1 simzgyel is the
first entity which is adding to database add "infagmy" to

database the ID has to be 1 since you have alraddgd a
imagel image to database as first entity add "iade

database the ID has to be 2 since image2 is thendegne
entity adding to database. Add "image3" to datalibeelD

has to be 3 since image3 is the third one entitygi@ adding
to database add "image2" to database the ID hbas fbonce
again since we have already added image2 to d&tarakso
on!

The recognition[16] gives as results the ID of esaentity
present in database. For example if you selecténimgage2"”
the ID given SHOULD be 2 "it should be" becaus®esare
possible.

2
0

VIl.  MAIN FUNCTIONS AND WORKING

Fig. 3R

database (Fig. 4) an given a unique number caledumber

- (=]

unning GUI

the ID number for each image (As shown in Fig. &)tlsat

The main functions [6]-[8] of the algorithm and @tional
description (As from Table 1) are as given below.
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each image is represented by the Unique ID numbetEl.
We can perform face recognition[5] (As shown in.F&y as
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we select a particular face which was previouslgeatin the
data base algorithm search for the near by facpeasvork
flow (As shown in Fig. 7) with reference to cld6%[8] and
distance from the face space.

e 8 Dby Dt Dy Hw b
O ERRO 0 B2 U oo g PR vt FARECORSTEN Oa
Sontots Hhnsdt A Mo

Lt Heactary w02 Unmmand Windew “0x
Ll - __[rt;ut iyaqe has been selected,
ks . T Nou press on "idd selected inae to detsbase” button to add this ivege to datsbaes or,

i) File Fedder

Sl |press on "Pace Jecogoitica” button to start face mbcking,

ad Fil Fdar

st Fil Fakder

gl Purndy
aplartinm Wz

] rative ol Teat Docareer

Bongien W |
Wtice faibaredt  Videa D Wos

‘_ T ‘Source oo Face el Sxsien. i
o

PREE SO0AL. | B Swenptingst

O3 AR 0 BHZ 0 crmtietay Cprge R s FUBECQINTA R
Suotrots B Hew s A ] et

wErx Comnand Window LbE

i Xt Dmevudfed e
] FieFotr 1220615340
a2 FieFotr
9 Fiefit
Flbeestp Pade
) aremonglatonm Mie aertheninges of s sxch s e s, T s sk
:INNT[I Tast Dacuseem! rurber o raagee S sch parscn, wih some varmbins i exgrestion s he
Oomeen Wit ‘I"’W'“""""“W"""‘-
e dusbasedt Moo CD Mo 2058448 34
o || e
t ¥
i d
Camnmn ity woox
teschi A
testhET i
TeaTRSY
T
TESTHOST
TESTREY
TESTHST
edge
rige

et Frogras Files| NETLIE\RIO0Thing vock| edge. pd 1.bag
#Ci\Progeas Fles MTLABYRO0They ockiedge.pi 1
TACEREC
TACEREC ¥

o J

@ St iy

WS TSARI0. | SR

| e}

Fig. 5 Assigning ID Number
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Fig. 7 Work Flow of Algorithm

VIIL.

The face is the commonly used biometric charadtesifor
person recognition. The most popular approachedate
recognition are based on shape of facial attripusesh as
eyes, eyebrows, nose, lips, chin and the relatipasif these
attributes. Recognizing people by their facialtdiees (or
vectors) is the oldest identification mechanismatf going
back at least to our early primate ancestors. Bertet can be
various factors affecting recognition of faces fasnvolves
human behavior, hence distinct characteristics Itieguin
different images of the same face. Below listed soene
factors that may be improved upon in order to achieetter
face recognition[16-17]. These are illustrated bg shown
images as follows.

e Limitations of Eigen faces Approach.

» Variations in lighting conditions

« Different lighting conditions for enrolment and que

» Bright (As from Fig. 6) light causing image satimat

SCOPE FOR OPTIMIZATION IN FACE RECOGNITION
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ﬁ

Fig. 8 Effect on images due to Lighting

« Differences in pose — Head orientation
« 2D feature distances appear to distort.
e Expression -Change in feature location and shape.
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