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Abstract—This study analyzes the effect of discretization on classification of datasets including continuous valued features. Six datasets from UCI which containing continuous valued features are discretized with entropy-based discretization method. The performance improvement between the dataset with original features and the dataset with discretized features is compared with k-nearest neighbors, Naive Bayes, C4.5 and CN2 data mining classification algorithms. As the result the classification accuracies of the six datasets are improved averagely by 1.71% to 12.31%.
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I. INTRODUCTION

There are several applications for machine learning, the most significant of which is data mining. People are often prone to making mistakes when trying to establish relationships between multiple features. This situation makes it difficult to solve particular problems. Data mining classification algorithms developed to produce a solution to this difficulty and improving the efficiency of systems includes a lot of data. Classification is a widely used technique in various fields, including data mining whose goal is classify a large dataset into predefined classes. A dataset can be represented as $S = \{O, C, D\}$, where $O = \{O_1\}^{M}_{i=1}$ is a finite set of objects, $C = \{A_j\}^{N}_{j=1}$ is a finite set of condition features and $D$ is a decision feature. In a dataset the features may be continuous, categorical and binary. However, most features in real world are in continuous form. The abundance of continuous features constitutes a serious obstacle to the efficiency of most data mining classification algorithms. Because many of classification algorithms focus on to learn only in nominal feature spaces.Discretization is a typically pre-processing step for machine learning algorithms that transformed continuous-valued feature to discrete one [1].The goal of discretization is to reduce the number of possible values a continuous attribute takes by partitioning them into a number of intervals [2]. After a discretization process, we can achieve some important effects such as: the transformed feature is becoming a more meaningful figure;the necessary time for a classification algorithm is reducing and the performance of the classification is becoming more effective.

![Fig. 1 Transformation of continuous valued features into discrete ones with discretization process](image-url)

The idea of discretization is to divide the range of a numeric or ordinal attribute into intervals according to given cut points [3]. The cut points can be given directly by the user or can be computed. Fig.1 illustrates the transformation of continuous feature $F_i$ into discrete feature $F'_i$ with values $\{V_1, V_2, V_3\}$. The Fig.2 describes the general steps of the discretization process.

![Fig. 2 The general steps of the discretization process](image-url)
II. DISCRIMINATION METHODS

In the machine learning literature discretization methods have been categorized into two groups: supervised and unsupervised discretization. The first of the unsupervised discretization method is equal interval width discretization, where the range of observed values is divided into k internals of equal length as follows:

$$\forall i, j: v_i - v_{i+1} = v_j - v_{j+1}$$  \hspace{1cm} (1)

The second unsupervised discretization method is equal frequency interval, where the range of observed values is divided into k bins such that the count all bins are equal as follows:

$$\forall i, j: v_i = v_j$$  \hspace{1cm} (2)

The supervised discretization methods handle the class label repartition to achieve the different cuts and find the more appropriate intervals. Fayyad and Irani’s [4] entropy-based discretization algorithm is arguably the most commonly used supervised discretization approach.

A. Entropy Based Discretization

The potential problems with the unsupervised discretization methods is the loss of classification information because of the resulting discretized feature values that are strongly associated with different classes in the same interval [5]. The supervised discretization methods handle sorted feature values to determine the potential cut points such that the resulting cut point has the strong majority of one particular class. The cut point for discretization is selected by evaluating the favorite disparity measure (i.e., class entropies) of candidate partitions. In entropy based discretization, the cut-point is selected according to the entropy of the candidate cut-points. Entropies of candidate cut-points are defined by following formulas:

$$E(F, T; X) = \frac{X_1}{|X|} Ent(X_1) + \frac{X_2}{|X|} Ent(X_2)$$  \hspace{1cm} (3)

$$Ent(X_i) = \sum_{c=1}^{C} p(C_i, X_i) \log_2(p(C_i, X_i))$$  \hspace{1cm} (4)

In the formula (3), given a set of examples $X$ is partitioned into two intervals $X_1$ and $X_2$ using the cut point $T$ on the value of feature $F$. The entropy function $Ent$ for a given dataset is calculated based on the class distribution of the samples in the set. The entropy of subsets $X_1$ and $X_2$ is calculated according to the formula 4, where $p(C_i, X_i)$ is the proportion of examples lying in the class $C_i$ and $Z$ is the total number of the classes. Among all the candidate cut points for $E(F, T; X)$, the best cut point $T_F$ is selected, which has the minimum value of the entropy [6]. After this selection the values of the continuous-valued feature are splitting into two parts. This splitting procedure is recursively continued until a stopping criterion is reached. In entropy-based discretization method, the stopping criterion is defined by following formulas:

$$Gain(F, T; X) = \frac{\log_2(N - 1)}{N} \Delta(F, T; X)$$  \hspace{1cm} (5)

$$Gain(F, T; X) = Ent(F) - E(F, T; X)$$  \hspace{1cm} (6)

$$\Delta(F, T; X) = \log_2(3^z - 2)$$  \hspace{1cm} (7)

where, $F$ is the feature which is going to be discretized, $T$ is candidate cut point, $X$ is the set of examples, $X_1$ and $X_2$ are the subsets of the split samples, respectively, $N$ is the number of the samples in $X, Z$ is the number of the classes in $X$, $Z_1$ and $Z_2$ are the numbers of the classes present in $X_1$ and $X_2$, respectively.

III. EXPERIMENTAL SETTINGS

For experiments we choose 6 datasets from UCI with different characteristics such as: the number of attributes, the number of classes, the number of continuous values of the attributes and the number of examples.

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>Number of Features</th>
<th>Number of Examples</th>
<th>Number of Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statlog(Australian Credit Approval)</td>
<td>14</td>
<td>690</td>
<td>2</td>
</tr>
<tr>
<td>Statlog(Heart)</td>
<td>13</td>
<td>270</td>
<td>4</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>34</td>
<td>351</td>
<td>2</td>
</tr>
<tr>
<td>Iris</td>
<td>4</td>
<td>150</td>
<td>3</td>
</tr>
<tr>
<td>Wine</td>
<td>13</td>
<td>178</td>
<td>3</td>
</tr>
<tr>
<td>Diabet</td>
<td>8</td>
<td>768</td>
<td>2</td>
</tr>
</tbody>
</table>

As classification algorithms, we used the algorithms K-nn [7] with 7 neighbors, Naive Bayes [8], C4.5 [9] and CN2 [10] without pruning. At the experimental stage, as the experimental methodology, we used cross-validation to estimate the accuracy of the classification algorithms [11]. More specifically, we used ten-fold cross-validation in which the dataset to be processed is permuted and partitioned equally into ten disjoint sets $D_1, D_2, \ldots, D_{10}$. In each phase of a cross-validation, one of the yet unprocessed sets was tested, while the union of all remaining sets was used as training set for classification by the algorithms K-nn, C4.5, Naive Bayes and CN2.

A. K-nearest neighbor

K-nearest neighbor algorithm (K-nn) is a supervised learning algorithm that has been used in many applications in the field of data mining, statistical pattern recognition, image processing and many others. K-nn is a method for classifying objects based on closest training examples in the feature space. The k-neighborhood parameter is determined in the initialization stage of K-nn. The k samples which are closest to new sample are found among the training data. The class of the new sample is determined according to the closest k-samples by using majority voting [7]. Distance measurements like
Euclidean, Hamming and Manhattan are used to calculate the distances of the samples to each other.

B. Naïve Bayes classifier

A Bayes classifier is a simple probabilistic classifier based on applying Bayes theorem with strong independence assumptions. The naive Bayes model is simple but effective and has been used in numerous applications of information processing including image recognition, natural language processing, and information retrieval. This model assumes conditional independence among features; it is possible to estimate its parameters from a limited amount of training data [8]. The naive Bayes classifier combines this model with a decision rule. One common rule is to pick the hypothesis that is most probable; this is known as the maximum a posteriori or MAP decision rule. The corresponding classifier is the function classify defined as follows:

\[
\text{classify}(f_1, \ldots, f_n) = \arg \max \prod_{i=1}^{n} p(C = c) 
\]

\[
\prod_{c_i} p(F_i = f_i | C = c) 
\]

(8)

C. C4.5 classifier

C4.5 is a supervised learning classification algorithm used to construct decision trees from the data using the concept of information entropy [9]. Decision trees are composed of nodes, branches and leaves. Nodes are defined as features, branches are defined as values of features and leaves are defined as values of decision feature. Learned trees can also be represented as sets of if-then rules to improve human readability. In this method, the feature has maximum gain is determined as root node. Nodes having maximum gain within each subset are determined as sub nodes [12]. When each branch denotes a class, the creation of the tree is finished. Entropy and gain are defined as follows:

\[
\text{Ent}(S) = - \sum_{i=1}^{c} p_i \log_2 p_i 
\]

(9)

\[
\text{Gain}(S, A) = \text{Entropy}(S) - \sum_{v \in \text{values}(A)} \frac{|S_v|}{|S|} \text{Entropy}(S_v) 
\]

(10)

where \(S\) is the set of samples, \(p_i\) is the proportion of \(S\) belonging to class \(i\), Values\((A)\) is the set of all possible values for attribute \(A\), and \(S_v\) is the subset of \(S\) for which attribute \(A\) has value \(v\).

D. CN2 classifier

Task of knowledge acquisition for expert systems is needed inducing concept descriptions from examples. CN2 [10] is a learning algorithm and developed for rule induction. CN2 can deal with the problems with poor described and/or noisy data. It creates a rule set like the way AQ[13] algorithm and deal with noisy data like ID3 [14] algorithm. The disadvantage of the AQ algorithm is it needs specific examples. The CN2 algorithm removes this dependence of AQ algorithm and expands the spaces of rules searched. This lets statistical techniques which used for tree pruning to be applied in the if-then rule creation phase and leads simpler induction algorithm.

IV. EXPERIMENTAL RESULTS

To estimate the performance of the discretization method, we compared the results generated entropy based discretization method with the results generated by original sets of attributes for chosen datasets. In the experiments, we used a target machine with an Intel Core2Quad@2.83 GHz processor and 2 GB memory, running on Microsoft Windows 7 OS. The datasets with original features and discretized form of the dataset are classified with k-NN, Naive Bayes, C4.5 and CN2 data mining classification algorithms. Both of the obtained classification results are compared.

We obtained the classification accuracy for a certain dataset as average of the accuracies of the mentioned ten phases. The average percentage of the accuracy rate increase \(\psi\) per example provided by the proposed method was obtained by the formula (11).

\[
\psi = \frac{\sum_{i=1}^{p} \phi_i N_i}{\sum_{i=1}^{p} N_i} \times 100\% 
\]

(12)

where, \(\phi_i\) is the accuracy increase for the dataset \(W_i\), \(N_i\) is the number of examples in the dataset \(W_i\) and \(P\) is the number of the datasets used in the experiments. In Table 2 are given the results of classification of these datasets by using the original feature set and the discretized form of the dataset separately.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Classification Accuracy</th>
<th>The increase (\phi_i) in the classification accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>With the original features</td>
<td>With the discretized features</td>
</tr>
<tr>
<td></td>
<td>K-NN</td>
<td>Naive Bayes</td>
</tr>
<tr>
<td>Statlog(Australian Credit Approval)</td>
<td>0.575</td>
<td>0.868</td>
</tr>
<tr>
<td>Statlog(Heart)</td>
<td>0.570</td>
<td>0.804</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>0.863</td>
<td>0.878</td>
</tr>
<tr>
<td>Iris</td>
<td>0.960</td>
<td>0.920</td>
</tr>
<tr>
<td>Wine</td>
<td>0.765</td>
<td>0.972</td>
</tr>
<tr>
<td>Diabetes</td>
<td>0.681</td>
<td>0.756</td>
</tr>
</tbody>
</table>
The average percentage of the accuracy rate increase $\psi$ achieved by the algorithms K-nn, Naive Bayes, C.4.5 and CN2 for the datasets given in Table 2 are as follows:

$$\psi_{K-nn} = \frac{\sum_{i=1}^{10} \phi_i^{K-nn} N_j}{\sum_{i=1}^{10} N_j} \times 100\% = 12.314;$$

$$\psi_{NB} = \frac{\sum_{i=1}^{10} \phi_i^{NB} N_j}{\sum_{i=1}^{10} N_j} \times 100\% = 1.861;$$

$$\psi_{C4.5} = \frac{\sum_{i=1}^{10} \phi_i^{C4.5} N_j}{\sum_{i=1}^{10} N_j} \times 100\% = 1.716;$$

$$\psi_{CN2} = \frac{\sum_{i=1}^{10} \phi_i^{CN2} N_j}{\sum_{i=1}^{10} N_j} \times 100\% = 2.793.$$

V. CONCLUSION

In this paper, entropy-based discretization method is used for improving the classification accuracy for datasets including continuous valued features. In the first phase, the continuous valued features of the given dataset are discretized. Second phase, we tested the performance of this approach with the popular algorithms such as K-nn, Naive Bayes, C4.5 and CN2. The discretization approach increased the classification ability of K-nn algorithm approximately 12.3%. Unfortunately, this approach cannot significantly improve the classification ability of Naïve Bayes, C4.5 and CN2 algorithms like K-nn.
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