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Abstract—In the oil and gas industry, energy prediction can help the distributor and customer to forecast the outgoing and incoming gas through the pipeline. It will also help to eliminate any uncertainties in gas metering for billing purposes. The objective of this paper is to develop Neural Network Model for energy consumption and analyze the performance model. This paper provides a comprehensive review on published research on the energy consumption prediction which focuses on structures and the parameters used in developing Neural Network models. This paper is then focused on the parameter selection of the neural network prediction model development for energy consumption and analysis on the result. The most reliable model that gives the most accurate result is proposed for the prediction. The result shows that the proposed neural network energy prediction model is able to demonstrate an adequate performance with least Root Mean Square Error.
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I. INTRODUCTION

In Artificial Neural Network (ANN), some fundamentals of neural network concepts in developing a neural network model which will determine the reliability and robustness of the system is the most vital part. A lot of research have been done in establishing appropriate guidelines in choosing the network architectures, determining the pre-processing data, learning algorithm, and other performing criteria. These parameters selections will actually affect the neural network presentation and improve the performance. It is essential to adopt a systematic approach in the development of ANN models, taking into account factors such as data pre-processing, the determination of adequate model inputs and a suitable network architecture, parameter estimation and model validation [1]. The main objective of this paper is to develop Neural Network Model for energy consumption. This paper discusses every aspect of ANN model development such as training data collection, data pre- and post-processing, different types of activation functions, training algorithms in finding the best architecture and performance. This is justified not only by the fact that it is directly associated with the model’s performance but also because there is no theoretical background as to how this architecture will be found or what it should look like [2]. The selection of parameter in the Neural Network model will definitely provide some implication towards the performance of the model prediction. As an example the researchers has investigated the effect of changing the number of hidden layers of the MLPs and the number of processing elements that exist in the hidden layers of the analyzed properties of Jordan Oil Shale. The outcome of the study shows that by changing the number of hidden layers, the number of processing elements in the hidden layers will therefore be affected [3].

II. NEURAL NETWORK IN ENERGY PREDICTION

Energy prediction has always been one of the major research fields, as that an accurate prediction and forecast is essential to produce a reliable energy distribution system. In this case, the energy can be the natural gas, electricity load, wind and solar energy and other energy systems. However, for the past decades, the research on forecasting is done more for electric load problem. A well known analogy between electricity and natural gas consumption allowed using references related to electric load forecasting problem [4]. Accurate prediction and forecasting of natural gas consumption for specific distributive area is of great importance for economical and reliable operation of distributive network [4]. Customers are billed according to the amount of energy calculated from the natural gas composition and consumption. A slight error in calculation will lead to significant monetary impact. On the view point of distributors, with accurate forecasting the number of false alarms would be significantly decreased and tranship limits would be scheduled. On the view point of consumers, there will be no disconnection or breakdown. This would make the gas system more reliable and profitable [5].

Artificial Neural Network (ANN) recently is one of many computational methods that has great attention in research and vastly used in prediction application. It is a well-known fact that ANN can model any nonlinear relationship to an arbitrary degree of accuracy by adjusting the network parameters [6]. It can also handle nonlinearities among variables as the expected nature of the energy consumption data is nonlinear. 16 papers on gas consumption prediction using neural network approach is studied and compared. The analysis on the model developed is shown in Table I.
In load prediction, the supply industry requires forecasts with lead times that range from the short term (minutes, hours, or days ahead) to the long term (up to 20 years ahead) [20]. Most of the prediction addressed more on the short-term load forecasting (STLF) because of its importance to the economic and secure operation of power systems [16]. Daily gas consumption referred to as daily gas send out, is influenced by many factors that affect the amount if natural gas consumed [13]. In four season countries, past investigations show that the majority of gas consumed for most dwellings in a year is for heating purposes, which is mainly related to temperature, wind speed and many other weather factors. However in low humidity countries like Malaysia, the demand for natural gas is not significantly affected by those factors. Unlike short-term load forecasting, long-term load forecasting (LTLF) is mainly affected by economical factors rather than weather conditions. The economic factors and their contributions on long-term loads are the main focus of the long-term load forecasting study [19].

### A. Prediction Horizon

In load prediction, the supply industry requires forecasts with lead times that range from the short term (minutes, hours, or days ahead) to the long term (up to 20 years ahead) [20]. Most of the prediction addressed more on the short-term load forecasting (STLF) because of its importance to the economic and secure operation of power systems [16]. Daily gas consumption referred to as daily gas send out, is influenced by many factors that affect the amount if natural gas consumed [13]. In four season countries, past investigations show that the majority of gas consumed for most dwellings in a year is for heating purposes, which is mainly related to temperature, wind speed and many other weather factors. However in low humidity countries like Malaysia, the demand for natural gas is not significantly affected by those factors. Unlike short-term load forecasting, long-term load forecasting (LTLF) is mainly affected by economical factors rather than weather conditions. The economic factors and their contributions on long-term loads are the main focus of the long-term load forecasting study [19].

### B. Network Architecture

In Table I, most of the authors chose MLP as the network architecture except for Musilek [10], which uses the recurrent architecture, Bakirtzis et al. [16], used Fuzzy NN and Zhi-Sheng Li et al. [17], used Radial Basis Function, (BF) as the network architecture. Some chose to use combination of two or more network architectures to create an adaptive NN. Khotanzad et al. [8],[13], build a combination of three networks; MLP trained with back-propagation, MLP trained with Levenberg-Marquardt algorithm (LM) and Functional Link network. These three separate forecasts are non-linearly combined in the second stage using a functional link ANN combiner [8].

All networks built by the authors have only one hidden layer except for [18], which has two hidden layer for the network structure. There is no theoretical research on how many hidden layers are adequate for a network. The hidden layer actually determines the size of the network. The bigger the size of the network, the more time consumed to train the network. Selection of the number of neurons in the hidden layer is very important as well, although complicated. To date, there are no favorable analytical formulas to define appropriate numbers. All researchers in Table I have selected the number of hidden neurons using the method of constructive method except Z. Li [17] who developed the network neuron size based on the equation found in their research. However, some of the papers do not discuss on how the selection of the number of hidden layer and neurons are made.

### C. Data Pre-processing

Among the papers of energy forecasting, only a few mentioned the normalization of the data done in the simulation. Commonly, the normalization lies between 0 to 1 or -1 to 1 as discussed in papers [11],[5],[17]. Peharda et.al [7] suggested another range for normalization other than the two common techniques mentioned previously. Numbers of training and validation data meanwhile gives a significant difference on the network performance. Papers reviewed mostly have divided the data according to 70/30% of data for training and validation for the network development as shown in Table I.

### D. Learning Algorithm

Learning is the process of adapting or modifying the connection weights between neurons as a result of the
mismatch between the actual and the desired output of the neural network in response to an input presented to the input layer [6].

Back-propagation algorithm is the most popular algorithm over for decades up until now. The BP learning algorithm is an iterative gradient descent procedure [13]. Another popular learning algorithm is the LM which calculates performance with respect to the weight and bias variables. J.J. Moré, [21] discussed more on this learning algorithm. A few other researchers [9][12], chose to use different algorithm which is the the Kalman filter, a set of mathematical equations that provides an efficient computational means to estimate the state of a process, in a way that minimizes the mean of the squared error [22].

Saini [18] uses the adaptive learning BP where the learning rate is varied according to whether or not iteration decreases the performance index. Only Kizilaslan and Karlik[5] came to a conclusion to use Quick Propagation algorithm (QP) and Conjugate Gradient Descent algorithm (CGD) for the network model. QP algorithm treats the weights as if they were quasi independent and attempts to use a single quadratic model while CGD search linearly to find the optimal network weights’ change and corrections of weights is conducted once per iteration [5].

III. ENERGY PREDICTION NEURAL NETWORK MODEL

A metering system consists of a turbine meter, measuring equipments (pressure transmitter, temperature transmitter), gas chromatography, and a flow computer that calculates the energy consumption of the sales of gas production. The system calculates the energy consumption based on value of inputs from all the measuring equipments. The inputs are gross volume, pressure, temperature, calorific value, and gas components. The reliability of the system must be ensured so that it would not affect the billing integrity between the distributors and consumer.

In the oil and gas industry it is important to have a reliable and accurate metering system for billing purposes. A wrong quantification of product selling or buying will cause lost of income to the company. To achieve this objective, the neural network prediction model will be used to predict the energy consumption as well as to construct a more reliable metering system for billing integrity. The ANN model will learn the relationship between the input parameters and controlled and uncontrolled variables by utilizing previously recorded data. The model will then predict the output based on the earlier trained data for other input.

A. Neural Network Structure

In this paper, a structure of multi-layer feedforward neural network with three-layer (input layer-hidden layer-output layer) nodes and sigmoid activation function for the hidden layer and linear activation function for output layer. This structure is trained using the Levenberg-Marquardt algorithm [21]. The inputs are selected based on the energy consumption calculation in the metering system. There are five inputs altogether which are the gross volume (Vg), temperature (T), pressure (P), calorific value (CV) and specific gravity (sg). The output is simply the energy (E) at the output layer.

B. Inputs Pre-processing

All inputs are scaled or normalized to lie in [-1,1] range. Scaling of data is necessary under certain circumstances such that it would not affect the billing integrity between the distributors and consumer. The reliability of the system must be ensured so that it would not affect the billing integrity between the distributors and consumer. The inputs are scaled or normalized to lie in [-1,1] range. Scaling of data is necessary under certain circumstances such as when variables span in different ranges. It will predict the short-term energy consumption of sales gas which is the hourly energy forecasting. Data was taken for duration of one year on an hourly basis from the flow computer and gas chromatography in the metering system. Data which is invalid or behave irrelevant are filtered out such as out of ranges or abnormal (spike, zero reading). There are 3303 data altogether. The initial weights are assigned randomly. Training data set and validation data set is divided into a few sets of data division as in Table II to investigate which set is more tolerable for the model.

The measure of the neural network performance is defined from the Root Means Square Error (RMSE). The error is calculated between the energy predicted (yp) and current energy (y) for each training data set and validation data set. N is the number of data. The equation of the RMSE is:

\[ RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_p - y)^2} \]  

(1)

C. Parameter Selection-Learning Algorithm

There are a few parameters investigated in developing the model and to be considered in order to optimise the performance which are the learning algorithm, the activation function, the training and validation data division and the number of neurons. The neural network is trained using a few numbers of learning algorithms which are listed in Table III. It shows the RMSE value for validation and training.

For every learning algorithm, three types of activation function are tested (refer Table III). In this investigation, the number of neurons in the hidden layer is set to 10 neurons. All learning algorithm are tested in the neural network model with all activation function combinations. The data set used is Set B. From the observation, it can be seen that the learning algorithm LM and LMBR give more promising result rather than the other learning algorithms. The RMSE obtained from CGBPBP, GDB and RB is not consistent, shows no real trend and gives quite high RMSE. Between the LM and LMBR, the RMSE are both small but LMBR has smaller RMSE. Meanwhile, using the activation function tan-sigmoid for hidden layer always give better result than log-sigmoid. Out of
these five learning algorithms, the most compromising result is obtained from the learning algorithm of Levenberg-Marquadt with Bayesian Regularization with activation function of tan-sigmoid for hidden layer and pure-linear for output layer as highlighted in Table III.

<table>
<thead>
<tr>
<th>Learning Algorithm</th>
<th>Activation Function (hidden layer)</th>
<th>Activation Function (output layer)</th>
<th>RMSE (train data)</th>
<th>RMSE (valid data)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levenberg-Marquadt (LM) [23]</td>
<td>Tan-sigmoid</td>
<td>Pure-linear</td>
<td>57.08</td>
<td>160.06</td>
</tr>
<tr>
<td></td>
<td>Log-sigmoid</td>
<td>Pure-linear</td>
<td>55.74</td>
<td>232.94</td>
</tr>
<tr>
<td></td>
<td>Tan-sigmoid</td>
<td>Pure-linear</td>
<td>52.63</td>
<td>342.12</td>
</tr>
<tr>
<td></td>
<td>Log-sigmoid</td>
<td>Pure-linear</td>
<td>193.18</td>
<td>278.61</td>
</tr>
<tr>
<td>Levenberg-Marquadt with Bayesian Regularization (LMBR) [24]</td>
<td>Tan-sigmoid</td>
<td>Pure-linear</td>
<td>45.58</td>
<td>122.34</td>
</tr>
<tr>
<td></td>
<td>Log-sigmoid</td>
<td>Pure-linear</td>
<td>46.48</td>
<td>204.64</td>
</tr>
<tr>
<td></td>
<td>Tan-sigmoid</td>
<td>Pure-linear</td>
<td>134.13</td>
<td>154.37</td>
</tr>
<tr>
<td></td>
<td>Log-sigmoid</td>
<td>Pure-linear</td>
<td>194.86</td>
<td>499.26</td>
</tr>
<tr>
<td></td>
<td>Tan-sigmoid</td>
<td>Pure-linear</td>
<td>135.39</td>
<td>163.54</td>
</tr>
<tr>
<td></td>
<td>Log-sigmoid</td>
<td>Pure-linear</td>
<td>212.00</td>
<td>164.98</td>
</tr>
<tr>
<td>Conjugate Gradient Descent with Powell-Beale restarts (CGBPB) [23]</td>
<td>Tan-sigmoid</td>
<td>Pure-linear</td>
<td>599.70</td>
<td>449.50</td>
</tr>
<tr>
<td></td>
<td>Log-sigmoid</td>
<td>Pure-linear</td>
<td>288.74</td>
<td>531.35</td>
</tr>
<tr>
<td></td>
<td>Tan-sigmoid</td>
<td>Pure-linear</td>
<td>221.64</td>
<td>309.12</td>
</tr>
<tr>
<td></td>
<td>Log-sigmoid</td>
<td>Pure-linear</td>
<td>219.85</td>
<td>160.12</td>
</tr>
<tr>
<td></td>
<td>Tan-sigmoid</td>
<td>Pure-linear</td>
<td>194.86</td>
<td>499.26</td>
</tr>
<tr>
<td></td>
<td>Log-sigmoid</td>
<td>Pure-linear</td>
<td>135.39</td>
<td>163.54</td>
</tr>
<tr>
<td></td>
<td>Tan-sigmoid</td>
<td>Pure-linear</td>
<td>212.00</td>
<td>164.98</td>
</tr>
<tr>
<td>Gradient descent with Adaptive Backpropagation (GDB) [25]</td>
<td>Tan-sigmoid</td>
<td>Pure-linear</td>
<td>571.40</td>
<td>475.26</td>
</tr>
<tr>
<td></td>
<td>Log-sigmoid</td>
<td>Pure-linear</td>
<td>221.64</td>
<td>309.12</td>
</tr>
<tr>
<td></td>
<td>Tan-sigmoid</td>
<td>Pure-linear</td>
<td>219.15</td>
<td>160.12</td>
</tr>
<tr>
<td></td>
<td>Log-sigmoid</td>
<td>Pure-linear</td>
<td>237.69</td>
<td>316.21</td>
</tr>
<tr>
<td></td>
<td>Tan-sigmoid</td>
<td>Pure-linear</td>
<td>188.30</td>
<td>149.20</td>
</tr>
<tr>
<td></td>
<td>Log-sigmoid</td>
<td>Pure-linear</td>
<td>178.43</td>
<td>143.46</td>
</tr>
<tr>
<td></td>
<td>Tan-sigmoid</td>
<td>Pure-linear</td>
<td>218.93</td>
<td>364.66</td>
</tr>
<tr>
<td></td>
<td>Log-sigmoid</td>
<td>Pure-linear</td>
<td>142.45</td>
<td>165.64</td>
</tr>
<tr>
<td></td>
<td>Tan-sigmoid</td>
<td>Pure-linear</td>
<td>144.77</td>
<td>149.38</td>
</tr>
<tr>
<td></td>
<td>Log-sigmoid</td>
<td>Pure-linear</td>
<td>217.72</td>
<td>154.15</td>
</tr>
</tbody>
</table>

D. Parameter Selection-Training and Validation Data Division

The investigation continues to find ratio of validation and training data that is sufficient to predict the energy consumption by means of comparing the RMSE value of each ratio tested. For this purpose, the data is tested with three sets of ratios as in Table II. At the same time, the investigation will also consider performance with a different number of neurons. The model is tested from 1 neuron to 12 neurons. The learning algorithm used is the Levenberg-Marquadt with Bayesian Regularization. The activation function for hidden layer is the tan-sigmoid while for output layer is the pure-linear. Fig. 1 shows the RMSE result for each set of data division. From the result and analysis, it is found that for Set A, the optimum number of neurons ranges from 1 to 12 neurons that give the least RMSE value of 10 neurons.
training and validation decreases. After it reaches the optimum number of neurons, the RMSE starts to increase again. From the result it can be observed that for Set A, the model is very well trained as it gives low validation RMSE value as compared to Set B. This is because the number of data for training is sufficient for the model to learn from the example and predict the output as close as the target data.

In Set C, the training RMSE is good but the validation is poor because the number of training data is inadequate for the model to predict the output accurately. All sets of data shows that the number of neurons appropriate for the model is 9 or 10 neurons. The training data gives a good performance as the RMSE values are approaching a steady state line as can be seen in Fig. 1.

E. Parameter Selection-Number of Neurons

Another objective of this investigation is to determine the number of neurons that gives the least RMSE value for both training and validation data set.

The number of neurons manipulated only for the hidden layer and the output layer is made constant to one neuron since there is only one output. The trend for this neural network model is observed and it shows that as the number of neuron increases, the RMSE value decreases. After it reached the optimum number of neurons, the RMSE started to increase. Result from the latter investigation is used for this evaluation. The results are plotted in Fig. 1. Fig. 1 (Set A) shows the plotted RMSE for both training and validation data with number of neurons. The training RMSE reaches a steady state line while the validation RMSE is decreasing with increasing number of neurons. The validation RMSE is almost the same as the training RMSE when the number of neurons is 10.

As can be seen, for Set B, the RMSE for validation started to increase after 9 neurons. The training RMSE also become steady but somehow the divergence between the training RMSE and the validation RMSE is still large.

The RMSE for Set C is also plotted as shown in Fig. 1 (Set C). Looking at the trend, the RMSE for validation is higher compared to other division of data. The RMSE for training on the other hand is smaller compared to the other two data division results. This is because a smaller number of data for training is used.

In all the three sets of neural network model with different data division percentage, one obvious similarity is that all models has the least value of RMSE when 9 or 10 neurons are used in the model. Although out of the three models the 10 neurons neural network model gives the least RMSE, but considering that the other two sets of model obtained the same number of neurons best resulting the least RMSE, it is recommended that the 9 neurons neural network energy prediction model to be chosen as the best model with 75 percent training data and 25 percent validation data.

IV. CONCLUSION

This paper presents the development of Neural Network model for energy consumption with adequate performances. Based on the performance the developed model was constructed based on a 3-layer structure with 9 neurons at the hidden layer. Meanwhile the activation function for the hidden layer and the output layer is Tan-sigmoid and pure-linear respectively. The investigation shows that the learning algorithm, Lavenberg-Marquardt with Bayesian Regularization is able to provide the best performance as compared to other learning algorithm. Data division also plays an important role in providing a reliable insight of the system. The developed model was obtained with 75 percent of the data for training exercise and the remaining 25 percent for validation purposes. The paper also manages to highlight a critical aspect that neural network designer’s face in developing a neural network model that is to choose an appropriate network size for a given application. Network size involves in the case of layered neural network architectures, the number of layers in a network, the number of nodes per layer, and the number of connections. A reliable neural network model for energy prediction is very important in forecasting accurately and precisely. Therefore, the most important part in developing an ANN model is the parameter selection in order to optimize the performance. ANNs are being used increasingly for the prediction and forecasting of load and energy consumption. Analysis on the ANN performance will actually determine the robustness of the system.
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