
Iterative solutions to the linear matrix equation
AXB + CXTD = E

Yongxin Yuan, Jiashang Jiang

Abstract—In this paper the gradient based iterative algorithm is
presented to solve the linear matrix equation AXB +CXTD = E,
where X is unknown matrix, A,B,C,D,E are the given constant
matrices. It is proved that if the equation has a solution, then the
unique minimum norm solution can be obtained by choosing a special
kind of initial matrices. Two numerical examples show that the
introduced iterative algorithm is quite efficient.

Keywords—matrix equation, iterative algorithm, parameter estima-
tion, minimum norm solution.

I. INTRODUCTION

L INEAR matrix equations play an important role in lin-
ear system theory. For example, the Sylvester matrix

equation AX + XB = C can be used to solve many
control problems such as pole assignment[1], robust pole as-
signment[2], eigenstructure assignment[3] and fault detection.
Its special forms include the well-known Lyapunov matrix
equation AX + XAT = −C which has very important
applications in stability analysis of linear systems[4]. Due
to their wide applications, over the past several decades, the
problem of searching for analytical and numerical solutions
to Sylvesterclass equations has been well investigated in
the literature, for example, [5-9] and the references therein.
Though analytical solutions are theoretically appealing, they
may suffer computing problems in practice[10]. On the other
hand, for some problems such as stability analysis and robust-
ness analysis, approximate solutions are sufficient[7]. Further-
more, if the coefficient matrices of the matrix equations have
uncertainties, it is generally impossible to obtain analytical
solutions[7,8,11,12]. Therefore, it is important to investigate
numerical solutions to Sylvester-class matrix equations.

Our main contribution in this paper is to provide a gradient
based iterative algorithm to solve the following linear matrix
equations:

AXB + CXTD = E, (1)

s∑
i=1

AiXBi +

t∑
j=1

CjX
TDj = E, (2)
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where X ∈ Rm×n is unknown matrix, A ∈ Rp×m, B ∈
Rn×q, C ∈ Rp×n, D ∈ Rm×q, E ∈ Rp×q and Ai ∈
Rp×m, Bi ∈ Rn×q, Cj ∈ Rp×n, Dj ∈ Rm×q for i =
1, · · · , s; j = 1, · · · , t are the given constant matrices. We
observe that Xie et al.[13, 14] have considered the iterative
solutions of Eqs.(1) and (2) by using the hierarchical identi-
fication principle, but their algorithms can work well on the
condition that the matrix equation considered should have the
unique solution, which seems a rigorous requirement. In this
paper, we present the gradient based iterative algorithms to
solve Eqs.(1) and (2) and prove that if the equation considered
has a solution, then the unique minimum norm solution can be
obtained by choosing a special kind of initial matrices. The
numerical results show that the proposed method is reliable
and attractive.

Throughout this paper, we shall adopt the following no-
tation. Rm×n denotes the set of all m × n real matrices.
AT , A+ and R(A) stand for the transpose, Moore-Penrose
generalized inverse and the column space of the matrix A,
respectively. In represents the identity matrix of order n.
For A,B ∈ Rm×n, an inner product in Rm×n is defined
by (A,B) = trace(BTA), then Rm×n is a Hilbert space.
The matrix norm ‖ · ‖ induced by the inner product is the
Frobenius norm. Given two matrices A = [aij ] ∈ Rm×n and
B ∈ Rp×q , the Kronecker product of A and B is defined by
A ⊗ B = [aijB] ∈ Rmp×nq. Also, for an m × n matrix
A = [a1, a2, · · · , an], where ai, i = 1, · · · , n, is the i-th
column vector of A, the stretching function vec(A) is defined
as vec(A) = [aT1 , a

T
2 , · · · , aTn ]T .

II. THE ITERATIVE SOLUTIONS TO THE MATRIX
EQUATIONS (1) AND (2)

To begin with, we first give some lemmas.
Lemma 1: [7, 15, 16, 17]. If the linear equation system

Mx = b, where M ∈ Rm×n, b ∈ Rm, has a unique solution
x∗, then for any initial vector x0 ∈ Rn, the gradient based
iterative algorithm

{
xk = xk−1 + μMT (b−Mxk−1),
0 < μ < 2

λmax(MTM)
or 0 < μ < 2

‖M‖2 ,

yields limk→∞ xk = x∗.
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Lemma 2: [18]. Let D ∈ Rm×n, H ∈ Rn×l, J ∈ Rl×s.
Then

vec(DHJ) = (JT ⊗D)vec(H).

Lemma 3: [19]. If L ∈ Rm×q, b ∈ Rm, then Ly = b
has a solution y ∈ Rq if and only if LL+b = b. In this
case, the general solution of the equation can be described as
y = L+b+(Iq−L+L)z, where z ∈ Rq is an arbitrary vector.

Lemma 4: [19]. Suppose that the consistent linear equation
Ax = b has a solution x ∈ R(AT ), then x is the unique
minimum Frobenius norm solution of the linear equation.

Lemma 5: [18]. Let Z ∈ Rn×m be any matrix. Then

P (m,n)vec(ZT ) = vec(Z),

where P (m,n) is uniquely determined by the integers m and
n. Moreover, the matrix P (m,n) is of the following properties.
a). For two arbitrary integers m and n, P (m,n) has the
following explicit form

P (m,n) =

⎡
⎢⎢⎢⎣

ET
11 ET

12 · · · ET
1n

ET
21 ET

22 · · · ET
2n

...
...

. . .
...

ET
m1 ET

m2 · · · ET
mn

⎤
⎥⎥⎥⎦
mn×mn

,

where Eij , i = 1, · · · ,m; j = 1, · · · , n is an m×n matrix with
the element at position (i, j) being 1 and the others being 0.
b). P (m,n) is an orthogonal matrix, i.e.,

P (m,n)PT (m,n) = PT (m,n)P (m,n) = Imn.

c). Let m,n, p and q be four integers and A ∈ Rm×n, B ∈
Rp×q . Then

P (m, p)(B ⊗A) = (A⊗B)P (n, q).

Using Lemma 2 and Lemma 5, we know that the equation
of (1) is equivalent to

Mvec(X) = vec(E), (3)

where
M = BT ⊗A+ (DT ⊗ C)P (m,n).

Theorem 1: Suppose that A ∈ Rp×m, B ∈ Rn×q, C ∈
Rp×n, D ∈ Rm×q and E ∈ Rp×q. If the equation of (1)
has a unique solution X∗, then for any initial matrix X0, the
gradient based iterative algorithm
⎧⎨
⎩

Xk = Xk−1 + μ
[
AT (E −AXk−1B − CXT

k−1D)BT

+D(ET −BTXT
k−1A

T −DTXk−1C
T )C

]
,

0 < μ < 1
‖A‖2·‖B‖2+‖C‖2·‖D‖2 ,

(4)
yields limk→∞Xk = X∗.

Proof. Applying Lemma 1 to Eq.(3), we have the gradient
based iterative algorithm for the equation of (1) described as
follows.

vec(Xk) = vec(Xk−1) + μMT (vec(E)−Mvec(Xk−1)) .
(5)

From (5), Lemma 2 and Lemma 5, we obtain

vec(Xk) = vec(Xk−1) + μ
[
(B ⊗AT )vec(E)

+P (m,n)(D ⊗ CT )vec(E)− (BBT ⊗ATA)vec(Xk−1)
−(BDT ⊗ATC)P (m,n)vec(Xk−1)
−P (m,n)(DBT ⊗ CTA)vec(Xk−1)
−P (m,n)(DDT ⊗ CTC)P (m,n)vec(Xk−1)

]
= vec(Xk−1) + μ

[
vec(ATEBT ) + vec(DETC)

−vec(ATAXk−1BB
T )− vec(ATCXT

k−1DB
T )

−vec(DBTXT
k−1A

TC)− vec(DDTXk−1C
TC)

]
.

Thus we have

Xk = Xk−1 + μ
[
AT (E −AXk−1B − CXT

k−1D)BT

+D(ET −BTXT
k−1A

T −DTXk−1C
T )C

]
,

(6)
Observe that

‖M‖2 ≤ (‖BT ⊗A‖+ ‖(DT ⊗ C)P (m,n)‖)2
=

(‖BT ⊗A‖+ ‖DT ⊗ C‖)2
= (‖B‖‖A‖+ ‖D‖‖C‖)2
≤ 2

(‖A‖2‖B‖2 + ‖C‖2‖D‖2) .
According to Lemma 1, Theorem 1 is proven.

Now, assume that J ∈ Rp×q is an arbitrary matrix, then we
have

vec(ATJBT +DJTC)
= (B ⊗AT + P (m,n)(D ⊗ CT ))vec(J)
⊂ R(B ⊗AT + P (m,n)(D ⊗ CT ))
= R(MT ).

It is obvious that if we choose

X0 = ATJBT +DJTC, (7)

where J is an arbitrary matrix, then all Xk generated by the
equation of (6) satisfy

vec(Xk) ⊂ R(MT ), k = 1, 2, · · · .
It follows from Lemma 3 that the equation of (1) has a solution
if and only if

MM+vec(E) = vec(E). (8)

By Lemma 4, we have proved the following result.
Theorem 2: Suppose that the condition (8) is satisfied. If

we choose the initial matrix by (7), where J is an arbitrary
matrix, or especially, X0 = 0, then the iterative solution Xk

obtained by the gradient iterative algorithm (4) converges to
the unique minimum Frobenius norm solution X∗ of Eq.(1).
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The proposed algorithm can be applied to the generalized
matrix equation (2).
Define M̃ as

M̃ =
s∑

i=1

(BT
i ⊗Ai) +

t∑
j=1

(DT
j ⊗ Cj)P (m,n).

Theorem 3: Let E ∈ Rp×q and Ai ∈ Rp×m, Bi ∈
Rn×q, Cj ∈ Rp×n, Dj ∈ Rm×q for i = 1, · · · , s; j =
1, · · · , t, and suppose that the condition M̃M̃+vec(E) =
vec(E) is satisfied. If we choose the initial matrix X0 =∑s

i=1A
T
i JB

T
i +

∑t
j=1DjJ

TCj , where J ∈ Rp×q is an
arbitrary matrix, or especially, X0 = 0, then the gradient based
iterative algorithm
⎧⎪⎪⎨
⎪⎪⎩

Xk = Xk−1 + μ
[∑s

i=1A
T
i ΦB

T
i +

∑t
j=1DjΦ

TCj

]
,

Φ = E −∑s
l=1AlXk−1Bl −

∑t
r=1 CrX

T
k−1Dr,

0 < μ < 1∑s

i=1
‖Ai‖2·‖Bi‖2+

∑t

j=1
‖Cj‖2·‖Dj‖2

,

converges to the unique minimum Frobenius norm solution
X∗ of Eq.(2).

III. NUMERICAL EXAMPLES

In this section, we will give two numerical examples to
illustrate the proposed algorithms and the test is performed
using MATLAB 6.5.
Example 1. Consider the matrix equation AXB+CXTD =
E with

A =

[
2 5
4 −7

]
, B =

[
6 −3
1 2

]
,

C =

[
1 2

−1 3

]
, D =

[
4 3
2 1

]

and

E =

[
317 9
41 27

]
.

We can easily see that the equation has unique solution and
the exact solution is

X =

[
x11 x12
x21 x22

]
=

[
7 5
4 3

]
.

Taking X0 = 0, we apply the gradient based algorithm
in (4) to compute Xk. Choose μ = 2.4678e − 004, the
iterative solutions Xk are shown in Table 1, where δ :=
‖Xk−X‖/‖X‖ is the relative error. The relative error δ versus
k with μ = 2.4678e− 004 is shown in Fig.1.

From Table 1 and Fig.1, it is clear that the error δ becomes
smaller and smaller and goes to zero within several iterations.
This indicates that the gradient based iterative algorithm is
effective.

TABLE I
THE ITERATIVE SOLUTION (μ = 2.4678e− 004)

k x11 x12 x21 x22 δ
1 1.3474 1.0797 2.1603 0.6473 0.7537
10 6.4796 4.6498 3.8452 2.7616 0.0692
20 6.9669 4.9763 3.9896 2.9725 0.0050
40 7.0015 4.9995 4.0002 2.9964 3.9496e-004
60 7.0005 4.9998 4.0001 2.9989 1.2366e-004
63 7.0004 4.9999 4.0001 2.9991 1.0393e-004
64 7.0004 4.9999 4.0001 2.9991 9.8082e-005
Solution 7 5 4 3

0 10 20 30 40 50 60 70
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Iterative Steps

δ

Fig. 1. The relative errors δ versus k of the gradient based algorithm

Example 2. Consider the matrix equation AXB+CXTD =
E with

A =

[
2 1

−3 2

]
, B =

[
3 −9
1 −3

]
,

C =

[
3 1
2 −4

]
, D =

[
2 6
1 3

]

and

E =

[
14 0

−28 0

]
.

Observe that the equation has many solutions, that is, the so-
lution is not unique. Choosing initial iterative matrix X0 = 0,
we apply the gradient based algorithm in (4) to compute
Xk. The iterative solutions Xk are shown in Table 2, where
r := ‖E − AXkB − CXT

k D‖. The error r versus k with
μ = 6.7114e − 004 is shown in Fig.2. This implies that
the algorithm in (4) can be used to solve the minimum norm
solution of the equation AXB + CXTD = E.
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