
 

  
Abstract—In this report we present a rule-based approach to 

detect anomalous telephone calls. The method described here uses 
subscriber usage CDR (call detail record) data sampled over two 
observation periods: study period and test period. The study period 
contains call records of customers’ non-anomalous behaviour. 
Customers are first grouped according to their similar usage 
behaviour (like, average number of local calls per week, etc). For 
customers in each group, we develop a probabilistic model to describe 
their usage. Next, we use maximum likelihood estimation (MLE) to 
estimate the parameters of the calling behaviour. Then we determine 
thresholds by calculating acceptable change within a group. MLE is 
used on the data in the test period to estimate the parameters of the 
calling behaviour. These parameters are compared against thresholds. 
Any deviation beyond the threshold is used to raise an alarm. This 
method has the advantage of identifying local anomalies as compared 
to techniques which identify global anomalies. The method is tested 
for 90 days of study data and 10 days of test data of telecom 
customers. For medium to large deviations in the data in test window, 
the method is able to identify 90% of anomalous usage with less than 
1% false alarm rate. 

 
Keywords—Subscription fraud, fraud detection, anomaly 
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I. INTRODUCTION 
HE mobile telecommunication industry has expanded 
dramatically in the last decade with the development of 

affordable mobile phone technology. With the increasing 
number of mobile phone users, global mobile phone fraud is 
also set to rise. Telecommunication fraud has identified itself 
as the single biggest cause of revenue loss for telecom carriers. 
According to a recent press release by Communications Fraud 
Control Association (CFCA), the annual global loss due to 
fraud is $ 55-60 billion USD [1]. 
     Shawe-Taylor et al [2] distinguish six different types of 
fraud scenarios: subscription fraud, manipulation of private 
branch exchange (PBX) facilities or dial through fraud, 
freephone fraud, premium rate service fraud, handset theft and 
roaming fraud. Subscription fraud, which is defined as the use 
of telephone service without the intention of paying, is the 
most significant and prevalent worldwide telecom fraud [3,4]. 
In subscription fraud, the typical behavior of fraudsters is to 
abuse services by making significant usage of telecom services 
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(for example, calling, messaging, internet, etc) before the bill is 
served. Customer applications are sometimes rejected by the 
company at the time of application if they find that it is risky to 
entertain customers who are likely to hold bad debt. Estevez et 
al [4] propose fuzzy rules and neural network model to detect 
subscription fraud at the time of application. Nevertheless, 
fraudsters can get into the network by providing false 
information or disguising as somebody else, known as identity 
theft. Another type of fraud, called superimposed fraud, is 
where a legitimate account is taken over by a fraudster (for 
example, SIM cloning). Both subscription fraud and 
superimposed fraud can be detected by effective user profiling 
and looking for patterns which are significantly different from 
normal patterns [5,6]. 
     Fawcett and Provost [5,7] describe a user profiling method 
for fraud detection. They create account-specific thresholds 
rather than universal thresholds. This procedure takes 30 days 
of fraud-free traffic activity followed by a period of fraud. For 
each account a set of rules that distinguish fraud from non-
fraud is developed. Pruning is done to get a set of rules that 
cover many accounts with different thresholds. Thus account 
specific thresholds are derived for detecting fraud activity on 
any given account day of a customer. 
     Taniguchi et al [6] and Hollmen [8] suggest a method of 
estimating the probability density function of subscribers’ past 
usage behavior and then compute the probability of current 
usage with the model. They use a Gaussian mixture model for 
modeling the probability density function. The parameters of 
the Gaussian mixture model are estimated using online 
estimation (partial estimation) by the online version of the EM 
algorithm. The features using this model were daily number of 
calls and length of calls for national and international usage. 
Hence this approach performs statistical modeling of past 
behavior and produces a novelty measure of current usage as 
negative log likelihood of current usage. 
     Burge and Shawe-Taylor [9,10] use recurrent neural 
network to develop user profiles. They define two spans over 
the call data records – current behavior profile (CBP) and 
behavior profile history (BPH). They use second maximal 
entropy principle [11] to create statistical profiles and 
Hellinger distance to calculate the distance between CBP and 
BPH. If this distance is greater than some pre-determined 
threshold, alarm is raised. Moreau et al [12,13] use multilayer 
perceptron to classify fraud and non-fraud examples. 
     Cortes et al [14,15,16] use statistical summaries, called as 
signature, of users over two time windows similar to [9]. When 
the current network activity is different from the recent history, 
it need not be indicative of fraud – legitimate behavior might 
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have been changed. To avoid such false positives, they also 
use a database of signatures of fraudsters obtained from fraud 
investigators. Signatures are updated using decayed functions. 
On a call-by-call basis, they compute the probability of 
observing the call assuming that it came from the legitimate 
account, relative to the probability of observing the call 
assuming that it came from a generic fraudster. Ferreira et al 
[17] also use signature based method to detect deviations in the 
behavior. Since the feature components of a signature are of 
different types, each component is evaluated by different 
distance functions. 
     Grosser et al [18] suggest the use of self-organizing map for 
creating resemblance groups for local, national and 
international calls for users. User profile is created in a method 
similar to [9] over two time windows and finally Hellinger 
distance is used to detect anomalous usage of mobile phone. 
     The aim of the present work is to build a simple rule-based 
model for anomaly detection. Similar to [9,10,17] we consider 
customer data over two time windows, which we call as study 
period and test period. Unlike [9,10,17] we build a generative 
model to study the normal behavior of customers over the 
study period. This model is tested against the data in the test 
period. Appropriate values for thresholds are learned in the 
study period. Any deviation in the behavior beyond the 
thresholds is used to raise an alarm. We explain our 
probabilistic model in next section. We present empirical 
results in Section III, and conclude in Section IV. 

II. PROBABILISTIC MODEL 
It is rarely practical to access or analyze all call detail 

records for an account every time it is evaluated for fraud. 
Hence a common approach is to reduce the call records for an 
account to several statistics that are computed each period. The 
summaries that are monitored for fraud may be defined by 
subject matter experts, and thresholds may be chosen by trial 
and error. Or, decision trees or machine learning algorithms 
may be applied to training set of summarized account data to 
determine good thresholding rules [19]. Thresholding has 
some disadvantages, although. Thresholds may need to vary 
with type of account, type of call, and time of the day to be 
sensitive to fraud without setting off too many false alarms for 
legitimate accounts. Fawcett and Provost [7] describe a method 
of setting up account specific thresholds. However, their 
method is not easily applicable to subscription fraud as there is 
no period of fraud-free activity. 
     One approach to reduce false alarms is to segment 
subscribers based on their calling activity. Customer 
segmentation is useful from telecom customer relationship 
center (CRM) perspective. For example, in target marketing, 
subscribers are segmented as domestic, corporate and business 
accounts. We propose to segment subscribers based on similar 
calling activity. Subscribers with weekly average usage rate 
equal to μ  with variance σ  for different call types are 
grouped into one segment. Subscribers who belong to one 
segment have high degree of similarity (i.e., homogeneity); 
rare events such as sudden deviation from normal behavior can 
be easily captured. Models involving customer segmentation 

for lifetime value prediction of customers is popular in telecom 
industry [20]. 
     For customers in each segment, we have call data coming 
from two disjoint time periods: study period and test period. 
Let 1M be the number of days of call data in study period and 

2M be the number of days of call data in the test period. We 
assume that numbers of calls follow Poisson distribution and 
length of the call follows exponential distribution [21]. Under 
such an assumption, if }x,...,x,x,x{D M321= is a set of M 

observations sampled from the same distribution )|x(f Θ , the 

likelihood function )x,...,x,x,x|(L M321Θ is the 
probability that the data would have arisen fro a given value 
of Θ , regarded as a function of Θ , that is, )|D(p Θ . 
D could be a i.i.d sample denoting number of calls or length 
of each call. Since both observed data and the model of interest 
is available, one can use parameter estimation technique like 
maximum likelihood estimation (MLE) [22].  
    Let us denote number of calls, length of call and type of call 
by following random variables: 

=T  Random variable (r.v.) for type of call 
=N  Random variable for number of calls of a given type  
=L  Random variable for call length of a given call 

     For simplicity, we assume that number of calls a person 
makes is independent of the type of the call and the lengths of 
each call are independent of each other. For each call type t , 
we write down probability density function as follows: 
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21 p,p and 3p represent joint probability density functions for 
each type of call. Maximum likelihood estimate can now be 
used to estimate the parameters governing distribution in eqn. 
(3), as described below: 
Let }x,...,x,x,x{X M321= be the r.v. that denotes the 

number of calls made by a person over a period of M days. 
Let }y,...,y,y,y{Y K321= be the r.v. that denotes the 

duration of all calls made till thM day. 
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Taking logarithm of both sides of (5) and maximizing the 
resulting function would yield,  
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In general, maximum likelihood estimate for call type t  is: 
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where M  and K are the number of data points respectively 
in random variables X and Y . 

MLE is used on estimate averages of number of calls 
and length of calls from study and test data, for each type of 
call and for all the customers belonging to that category. Next, 
rules are created for each type of call by considering the 
maximum of the averages obtained for all customers in that 
group. For example, if certain group has k customers, then 
threshold for a call type t  is computed as: 
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t
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where 
j
tμ and

j
tλ are the maximum likelihood estimates of 

number of calls and call lengths of call type t  

for
thj customer of the group over the number of days 

specified. Thresholds are computed for all call types, and are 
combined to get a rule-set, which defines limits on all 
customers belonging to that group. The assumption here is that 
a customer’s calling behavior could be different from others 
but should be within the threshold determined for the group as 
a whole. The rule-set hence developed raises alarms whenever 
the calling pattern crosses the threshold, thus facilitating the 
fraud analysts to identify which rule was broken and why the 

alarm was generated. 

III. EMPIRICAL RESULTS 
As said earlier, a sudden change in calling pattern could also 

be interpreted as having a potential fraud. MLE is applied to 
data in study period and test period. The lengths of windows 
chosen for study and test periods are, respectively, 1M  days 

and 2M  days. For testing the model, customers of one 
segment are simulated with number of 
customers, 500N = . The study period data is generated 
with following parameters (Table I): 

 
TABLE I 

AVERAGE NUMBER OF CALLS FOR LOCAL, NATIONAL AND INTERNATIONAL 
CALLS FOR NON-ANOMALOUS BEHAVIOR WINDOW 

Average number of calls  
 

Average length of a call 
(in seconds) 

Local = 13 per week 
Nat. = 5 per 15 days 
Intl. = 3 per month 

Local = 300 
Nat. = 300 
Intl. = 300 

 
 Test data is generated for all customers by changing 
parameter values as shown below ( 90M1 = days) 
     Table II shows the results we have obtained. From case (1), 
we notice that when users are found to deviate from the 
general behavior of the group, the rule set is able to detect all 
of them (Detection rate = 100%), with just 10 days of current 
data. From case (2), we notice that when change in behavior is 
small, the method is able to detect change with almost 90% 
accuracy. From case (4) where we used 90 days of test data 
and no change is introduced, we notice that false alarm rate is 
less than 1%. 
 

IV. CONCLUSION 
This report illustrated the use of MLE for parameter 

estimation from historical (study) and current (test) data and 
learning of appropriate rules that detects changes in calling 
pattern of customers. It is to be noted here that, deviation of 
calling pattern of a particular customer is considered to be safe 
so long as the change falls within the maximum deviation 
expected from the category he/she belongs to. Hence, such a 
deviation could also mean that he/she is migrating to a higher 
category. Hence all alarms generated by the rule set must be 
cautiously scrutinized by fraud analysts before coming to any 
conclusion. 
 It is assumed that the calling patterns follow Poisson and 
exponential distributions. It is also assumed that the number of 
calls and length of each call are independent of the type of call. 
Also, the samples are assumed to be independent and 
identically distributed, which means that the averages defined 
previously remained constant throughout the 90 days period. 
These limitations will be relaxed in our next work. The method 
could be further enhanced by making use of use customer 
information and billing information. For example, payment  
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TABLE II 
RESULTS FOR SMALL AND LARGE DEVIATIONS IN THE TEST PERIOD

Case 
2M   

(in  
days) 

Change in 
parameter 
values 

Average number of calls  Average length of 
a call  
(in seconds) 

Number of 
customers 
deviated 

Result 

1 10 Large Local = 25 per week 
Nat. = 15 per 15 days 
Intl. = 10 per month 

Local = 600 
Nat. = 500 
Intl. = 600 

500 Detection accuracy 
= 100 % 

2 10 Small Local = 15 per week 
Nat. = 8 per 15 days 
Intl. = 5 per month 

Local = 420 
Nat. = 360 
Intl. = 360 

457 Detection Accuracy 
= 91 % 

3 90 Small Local = 15 per week 
Nat. = 8 per 15 days 
Intl. = 5 per month 

Local = 420 
Nat. = 360 
Intl. = 360 

485 Detection Accuracy 
= 97 % 

4 90 No change Local = 13 per week 
Nat. = 5 per 15 days 
Intl. = 3 per month 

Local = 300 
Nat. = 300 
Intl. = 300 

4 False Alarm Rate 
 = 0.8 % 

 
pattern of a customer in past few months and customer 
demographic information can be used to generate very 
effective and confident rules. 
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