
 

 

  
Abstract—The shortest path routing problem is a multiobjective 

nonlinear optimization problem with constraints.  This problem has 
been addressed by considering Quality of service parameters, delay 
and cost objectives separately or as a weighted sum of both 
objectives.  Multiobjective evolutionary algorithms can find multiple 
pareto-optimal solutions in one single run and this ability makes them 
attractive for solving problems with multiple and conflicting 
objectives. This paper uses an elitist multiobjective evolutionary 
algorithm based on the Non-dominated Sorting Genetic Algorithm 
(NSGA), for solving the dynamic shortest path routing problem in 
computer networks. A priority-based encoding scheme is proposed 
for population initialization. Elitism ensures that the best solution 
does not deteriorate in the next generations. Results for a sample test 
network have been presented to demonstrate the capabilities of the 
proposed approach to generate well-distributed pareto-optimal 
solutions of dynamic routing problem in one single run.  The results 
obtained by NSGA are compared with single objective weighting 
factor method for which Genetic Algorithm (GA) was applied. 
 

Keywords—Multiobjective optimization, Non-dominated Sorting 
Genetic Algorithm, Routing, Weighted sum. 

I. INTRODUCTION 
HE ability of multiobjective evolutionary algorithms to 
find multiple pareto-optimal solutions in one single run 

have made them attractive for solving problems with multiple 
and conflicting objectives. During the last decade, several 
multiobjective evolutionary algorithms have been proposed 
which are aimed at finding the pareto-optimal front and also 
achieve diversity in the obtained pareto-optimal front. 

A computer network is an interconnected group of 
computers with the ability to exchange data. Today, computer 
networks are the core of modern communication. Routing is 
one of the most important issues that have a significant impact 
on the network’s performance. An ideal routing algorithm 
should strive to find an optimum path for packet transmission 
within a specified time so as to satisfy the Quality of Service 
(QoS). Current routing protocols use a simple metric and 
shortest path algorithm so as to work out the routes [1]. In 
QoS routing, routes must be determined by requirements 
based on features of the data flows, such as cost, delay, 
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bandwidth etc. There are two main goals that need to be 
achieved by the QoS routing algorithm. The first goal is to 
find a path that satisfies the QoS requirements [2]. The second 
goal is to optimize the global network resource utilization. 
Many applications, such as audio, video conferencing or 
collaborative environments and distributed interactive 
simulations have multiple QoS requirements such as 
bandwidth, packet delay, packet loss, cost etc. [3].  

The simple multiobjective method is to form a composite 
objective function as the weighted sum of the objectives, 
where a weight for an objective is proportional to the 
preference factor assigned to that particular objective. This 
method of scalarizing an objective vector into a single 
composite objective function converts the multiobjective 
optimization problem into a single objective optimization 
problem [4], [5]. In an ideal multiobjective optimization 
procedure, multiple trade-off solutions are found. Higher level 
information is used to choose one of the trade-off solutions. It 
is easy to realize that single objective optimization is a 
degenerate case of multiobjective optimization.  

In this paper, NSGA based approach is proposed for solving 
the dynamic routing optimization problem. The problem is 
formulated as a nonlinear constrained multiobjective 
optimization problem, where cost and delay are treated as 
competing objectives. A diversity-preserving mechanism is 
developed and superimposed on the search algorithm to find 
widely different pareto-optimal solutions.  Several runs are 
carried out on a sample network and the results are compared 
to the single objective optimization by weighted sum method.  

This paper is organized as follows: Section 2 describes the 
routing problem formulation, Section 3 describes the 
principles of multiobjective optimization, Section 4 describes 
the implementation of NSGA into dynamic routing and 
Section 5 discusses the results followed by conclusion in 
Section 6.   

II.  PROBLEM FORMULATION 
The routing problem is formulated as a multiobjective 

mathematical programming problem which attempts to 
minimize both delay and cost simultaneously, while satisfying 
the constraints.  

The topology of a multihop network is specified by an 
undirected graph, where the set of nodes is V, and the set of its 
link is E. There is a cost Cij associated with each link. The 
costs are specified by the cost matrix C = [Cij], where Cij 
denotes a cost of transmitting a packet on link (i, j).  The 
delay is specified by the delay matrix D = [dij], where dij 
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denotes the propagation delay of transmitting a packet on link 
(i,j).  Source and destination nodes are denoted by S and D, 
respectively.  Each link has the link connection indicator 
denoted by Xij, which plays the role of a chromosome map 
providing information on whether the link from node i to node 
j is included in a routing path or not. If the link is used then 
the binary variable is 1 else it is 0.  A path from node Vi to 
node Vj is a sequence of nodes from V in which no node 
appears more than once. A path can also be equivalently 
represented as a sequence of nodes (Vi, Vl,  . . . , Vk, Vj).  For 
the example given in Fig. 1, (1, 2), (2, 3), (3, 8) (8, 14) and 
(14, 20) is a path from node 1 to node 20. The path 
representation is (1, 2, 3, 8, 14, 20). The problem is to find a 
path between the source and destination nodes having 
minimum total cost and minimum end to end delay [6],[7]. 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1 A simple undirected graph with 20 nodes and 48 edges 

Objectives: 

a) Cost:   
The total cost function is the sum of cost of link along the 
path from the source to the destination.  The cost can be 
expressed as  

                              
∑

∈

=
Eji

ijij XCf
),(

1

               
         (1) 

b) Delay: 
The total delay function is the sum of delay of the link 
along the path from the source to the destination. There 
are three basic concepts of delay, viz. switching delay, 
queuing delay and propagation delay.  

The delay can be expressed as 
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 Constraints (3), (4) and (5) are flow conservation 
constraints.  Constraint (3) ensures that the total flow 
emerging from ingress node to egress node should be 1.  
Constraint (4) ensures that the total flow coming towards an 
egress node should 1.  Constraint (5) ensures that for any 
intermediate node different from the ingress node and egress 
node, the sum of their output flows to the egress node D 
minus the input flows with destination egress node D should 
be zero. The variable Xij in (6) takes values 0 or 1, to show 
whether or not the link (i, j) is used to carry information to the 
egress node D. 

III. PRINCIPLES OF MULTIOBJECTIVE OPTIMIZATION 
Most real-world problems involve simultaneous 

optimization of several objective functions. Generally, these 
functions are often competing and conflicting objectives. 
Multiobjective optimization having such conflicting objective 
functions gives rise to a set of optimal solutions, instead of 
one optimal solution.  Here no solution can be considered to 
be better than any other with respect to all objectives.  These 
optimal solutions are known as pareto-optimal solutions.  
Classical optimization methods can at the best find one 
solution in one simulation run.  Therefore these methods are 
inconvenient to solve multiobjective optimization problems. 
Evolutionary Algorithms, on the other hand, can find multiple 
optimal solutions in one single simulation run due to their 
population based approach.  

Generally, multiobjective optimization problem consisting 
of a number of objectives and several constraints can be 
formulated as follows: 

Minimize/maximize       

                                                fi (x)           i = 1,2,3, … Nobjectives 

Subject to       

gk (x) = 0, k = 1,2,3,… K 

hl (x) ≤ 0, l = 1,2,3,… L 

where fi is the ith objective function, x is a decision vector that 
represents a solution and Nobjectives is the number of objectives.  
K and L are the number of equality and inequality constraints 
respectively.  In many real-life problems, objectives under 
consideration conflict with each other. Hence, optimizing x 
with respect to a single objective often results in unacceptable 
results with respect to the other objectives. Therefore, a 
perfect multiobjective solution that simultaneously optimizes 
each objective function is almost impossible. A reasonable 
solution to a multiobjective problem is to investigate a set of 
solutions, each of which satisfies the objectives at an 
acceptable level without being dominated by any other 
solution [8].  

For a multiobjective optimization problem, any two 
solutions x1 and x2

 can have one of two possibilities: one 
dominates the other or none dominates the other. In a 
minimization problem, without loss of generality, a solution x1

 
dominates x2 if the following two conditions are satisfied: 

1 

2 

3 

6 

4 

5 

7 

8 

9 

11 

12 

13 

17 

18 

14 

10 

15 

16 

19 

20 

S 

D

World Academy of Science, Engineering and Technology
International Journal of Computer and Information Engineering

 Vol:4, No:8, 2010 

1228International Scholarly and Scientific Research & Innovation 4(8) 2010 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 C
om

pu
te

r 
an

d 
In

fo
rm

at
io

n 
E

ng
in

ee
ri

ng
 V

ol
:4

, N
o:

8,
 2

01
0 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/1

21
13

.p
df



 

 

).()(:},...,2,1{

),()(:},...,2,1{
21

21

xfxfNj

xfxfNi

jjobjective

iiobjective

<∈∃

≤∈∀

 
If any of the above conditions is violated, the solution x1

 
does not dominate the solution x2.   If x1

 dominates the 
solution x2, x1 is called the non-dominated solution within the 
set {x1

, x2}. The solutions that are non-dominated within the 
entire search space are denoted as pareto-optimal and 
constitute the pareto-optimal set or pareto-optimal front.  A 
solution is said to be pareto-optimal if it is not dominated by 
any other solution in the solution space. A pareto-optimal 
solution cannot be improved with respect to any objective 
without worsening at least other objective. The set of all 
feasible non-dominated solutions is referred to as the pareto-
optimal set, and for a given pareto-optimal set, the 
corresponding objective function values in the objective space 
is called the pareto front. For many problems, the number of 
pareto-optimal solutions is enormous, may be infinite also. 
The ultimate goal of a multiobjective optimization algorithm 
is to identify solutions in the pareto-optimal set. However, 
identifying the entire pareto-optimal set for many 
multiobjective problems is practically impossible due to its 
size. In addition, for many problems, especially for 
combinatorial optimization problems, proof of solution 
optimality is computationally infeasible. Therefore, a practical 
approach to multiobjective optimization is to investigate a set 
of solutions that represent the pareto-optimal set as much as 
possible [9]. With these concerns in mind, a multiobjective 
optimization approach should achieve the following three 
conflicting goals: 
1. The best known pareto-front should be as close as 

possible to the true pareto-front. Ideally, the best-known 
pareto-set should be a subset of the pareto-optimal set. 

2. Solutions in the best-known pareto set should be 
uniformly distributed and diverse over the pareto-front in 
order to provide the decision maker a true picture of 
trade-offs. 

3. In addition, the best-known pareto-front should capture 
the whole spectrum of the pareto-front. This requires 
investigating solutions at the extreme ends of the 
objective function space. 

This paper presents common approaches used in 
multiobjective algorithms to attain these three conflicting 
goals while solving a multiobjective optimization routing 
problem. 

IV. IMPLEMENTATION OF NSGA INTO DYNAMIC ROUTING 
PROBLEM 

A description of the NSGA algorithm is given in this 
section.  The difficulties of classical methods can be listed as: 
To find the multiple pareto-optimal solutions, the algorithm 
has to be applied many times.  Most algorithms demand some 
knowledge about the problem being solved.  The spread of 
pareto-optimal solutions depend on efficiency of the single 
objective optimizer.  In general, the goal of a multiobjective 
optimization is to find the pareto-optimal front and also 
maintain population diversity in the set of the nondominated 
solutions. 

NSGA uses ranking selection method to emphasize current 
nondominated solutions and a niching method to maintain 
diversity in the population. Two main steps are followed in 
the algorithm (i) fitness assignment which prefers 
nondominated solutions and (ii) fitness sharing strategy which 
preserves diversity among solutions of each nondominated 
front. 

 

A. Fitness assignment 
The basic idea of this approach is to find a set of solutions in 
the population that are nondominated by the rest of the 
population. The following approach describes a step-by-step 
procedure for finding the non-dominated set in a given set P 
of size N. 
Step 1: Set solution counter, i =1 and create an empty non-
dominated set P΄. 
Step 2: For a solution j�P, j ≠ i, check if solution j dominates 
solution i.  If yes go to step 4. 
Step 3: If more solutions are left in P, j = j + 1 and go to step 
2; otherwise, set P΄= P΄�{i}. 
Step 4: i = i +1.  If i ≤ N, go to step 2; otherwise stop and P΄ is 
the non-dominated set. 

These solutions represent the first front P1 and are 
eliminated from further contention. This process continues 
until the population is properly ranked.  After classification 
has been completed, all solutions in the first set are said to 
belong to the best non-dominated set in the population.  The 
second best solutions in the population are those that belong 
to the second set, and so on.  Since all solutions in the first 
non-dominated set P1 are equally important in terms of their 
closeness to the pareto-optimal front relative to the current 
population, the same fitness is assigned to all of them.  
Assigning more fitness to solutions belonging to a better non-
dominated set ensures a selection pressure towards the pareto-
optimal front.  In order to achieve the second goal, diversity 
among solutions in a front must also be maintained.  In 
NSGA, the sharing function method is used for this purpose. 

B. Fitness sharing 
The basic idea behind sharing is: the more individuals are 

located in the neighborhood of a certain individual, the more 
its fitness value is degraded [10]. The neighbourhood is 
defined in terms of a distance measured and specified by the 
niche radius σshare. Given a set of nk solutions in the kth front 
each having a dummy fitness value fk , the sharing procedure 
is performed in the following way for each solution i = 1,. . ., 
nk: 
Step 1:  The sharing function is used front-wise [11], [12].  
That is, for each solution i in the first front, the normalized 
Euclidean distance dij from another solution j in the same 
front is calculated as follows:  

∑
=

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−
−

=
1

1

2

minmax

)()(p

k kk

j
k

i
k

ij xx
xxd  

The parameters max
kx  and  min

kx  are the upper and lower 
bounds of variable xk.   
Step 2:  Then the sharing function value is calculated using 
the following equation  
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Step 3:  Calculate niche count for the ith solution as follows: 

∑
=

=
kn

j
iji dShnC

1

)(  

Step 4:  Calculate the shared fitness value as   

iii nCff /' =  
This procedure is continued for all population members and 

the corresponding '
if is found.  The smallest value min

kf of all 
'

if  in that particular front is found for further processing. The 
dummy fitness of the next non-dominated front is assigned to 
be kkk ff ∈−=+

min
1 , where k∈  is a small positive number [13]. 

 
C. Initialization 

 
A routing path is encoded by a string of positive integers 

that represent the IDs of nodes through which the path passes. 
Each locus of the string represents an order of a node that is 
indicated by the gene of the locus. The gene of the first locus 
is for the source node and the one at the last locus is for the 
destination node. The length of a routing path should not 
exceed the maximum length n, where n is the number of 
nodes in the network. Two encoding techniques are proposed 
as following. 

i. Random Based Encoding (RBE) 
ii. Priority Based Encoding (PBE) 
 

D. Random Based Encoding 
 
A chromosome or an individual consists of integer node IDs 

that form a path from the source node to a destination node. 
The chromosome is essentially a list of nodes along the 
constructed path, (S → N1 → Nk–1 → Nk→ D) [3]. Each 
chromosome corresponds to a potential solution. The initial 
population is composed of a certain number of chromosomes. 
To explore the genetic diversity for each chromosome, the 
corresponding routing path is randomly generated.  

A random path is searched starting from source node S to 
destination node D by randomly selecting a node N from the 
list of n nodes that is the neighborhood of S.  Then another 
node Nk is randomly selected from the list of nodes. This 
process is repeated until the destination D is reached. Since 
the path should be loop-free, the nodes that are already 
included in the current path are excluded, thereby avoiding re-
entry of the same node. The initial population is generated as 
follows:   
Step 1: Start (i = 0).   

Step 2: Generate chromosome Chi: search a random loop-free 
path P(S, D); 
Step 3: i = i + 1. If i < q, go to Step 2, otherwise, stop.  Here q 
= 20. 
Thus, the initial population Pt = {Ch0, Ch1, … , Chq−1} is 
obtained. An example of random based chromosome encoding 
from S to D is shown in Fig. 2. 
 

Locus            1 2 3 … N – 2 N – 1 N 
Chromosome S N1 N2 … Nk–2 Nk–1 Nk 

 
Fig. 2 Example of random based encoding scheme 

 
E. Priority Based Encoding 

 
Special difficulties arise when a random sequence of edges 

usually does not correspond to a path. To overcome such 
difficulties, an indirect approach is adopted by encoding some 
guiding information to construct a path. The path is generated 
by sequential node appending procedure beginning from the 
specified node 1 and terminating at the specified node n, 
where n = 20. At each step, there are usually several nodes 
available for consideration. Each node is assigned a priority 
with a random mechanism and adds the one with the highest 
priority into path.  A gene in a chromosome is characterized 
by two factors: locus, i.e., the position of gene located within 
the structure of chromosome, and allele, i.e., the value the 
gene takes. In the proposed priority-based encoding method, 
the position of a gene is used to represent node ID and its 
value is used to represent the priority of the node for 
constructing a path among candidates. A path can be uniquely 
determined from this encoding scheme. 

An example of chromosome generated using priority 
based encoding scheme is shown in Fig. 3. To find a path 
from source node 1 to destination node 20, a node which is 
connected to node 1 is identified first. As seen from Fig. 1, the 
nodes 2, 3, 4 and 5 are such nodes to be considered. The 
priorities for them are 5, 7, 6 and 3 respectively. The node 3 
has the highest priority and is put into the path. The possible 
nodes from node 3 are nodes 1, 2, 4, 7, 8 and 9. The priorities 
of these nodes are 2, 5, 6, 9, 4 and 10 respectively.  Since 
node 9 has a larger value than the other nodes, it is taken as 
the next node while constructing the path. Then the set of 
nodes that are available for next consideration are chosen and 
the one with the highest priority among them is selected. The 
same procedure is repeated until a complete path from the 
source node1 to the destination node 20 is obtained (1, 3, 9, 
15, 20).  

 
F. Tournament selection 

 
Selection plays an important role in improving the 

average quality of the population by passing the high quality 
chromosomes to the next generation. The individual with the 
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Node ID   1 2 3 4 5 6 7 8   9 10 11 12 13 14 15 16 17 18 19 20 
Priority 2 5 7 6 3 1 9 4 10   8 14 16 30 20 44 70 57 46 35 90 

 
Fig. 3 Example of Priority-based encoding 

 
lowest front number is selected if the two individuals are from 
different fronts. The individual with the highest crowding 
distance is selected if they are from the same front. A higher 
fitness is assigned to individuals located on a sparsely 
populated part of the front [14]. In each iteration the N 
existing individual parents generate N new individual 
offspring. Both parents and offspring compete with each other 
for inclusion in the next iteration. 
 

G. Crossover and mutation 
 

The first genetic operation done to the chromosomes in the 
mating pool is crossover.  The idea behind crossover is to 
create an information exchange between two chromosomes.  
By doing so, the algorithm will explore new paths and 
hopefully be able to find better paths in the process [15].  Two 
crossover schemes that are proposed here are Node Based 
Crossover (NBX) and Partially Mapped Crossover (PMX). 

H.  Node Based Crossover 

The cross over scheme is an adaptation of the one-point 
cross-over.  For each pair of paths a locus is randomly 
selected from one of the chromosomes and the node ID of the 
locus is matched with the genes in the other chromosome.  If 
there is a match then crossover is performed otherwise two 
new paths are selected for crossover until the mating pool is 
empty.  Here the loci of both individuals need not be the 
same. That is, the crossover does not depend on the position 
of nodes in routing paths [16], [17].  Fig. 4 and Fig. 5 show an 
example of the crossover procedure for NBX.   

 
 
 
 

 
Fig. 4 Chromosome before crossover 

 
 
 
 
 

Fig. 5 Chromosome after crossover 
 

 
 
 
 

 
 
 
 
 

 
  

Figures 4 and 5 show the chromosomes before and after 
crossover respectively.  In this, in the first chromosome, the 
third locus is chosen for crossover.  The node ID in the third 
locus is N2.  In the second chromosome, a match for N2 is 
found in the second locus.  Therefore crossover is performed 
and the new chromosome is shown in Fig. 5. 

I. Partially Mapped Crossover 

PMX is a crossover of permutations which guarantees all 
positions that will be found exactly once in each offspring, i.e. 
both offspring receive a full complement of genes, followed 
by the corresponding filling in of alleles from their parents. 
PMX proceeds as follows: 
1) The two chromosomes are aligned. 
2) Two crossing sites are selected uniformly at random along 
the strings, defining a matching section. 
3) The matching section is used to cross through position-by-
position exchange operation. 
4) Alleles are moved to their new positions in the offspring. 

The parents that are selected for PMX are shown in Fig. 6. 
Here the first two cut points are selected uniformly at random 
along the parent strings. The sub strings between the 
cut points are called the mapping sections.  Now the mapping 
section of the first parent is copied into the second offspring 
and the mapping section of the second parent is copied into 
the first offspring which is shown in Fig. 7. 

Then offspring1 is filled up by copying the first two 
elements N1, N2 of the first parent. In case a node is already 
present in the offspring it is replaced according to the 
mapping. Here the mapping is defined as N4 ↔ N3, N5 ↔ N6 
↔ N8.  For example the first two elements of parent1 N1, N2 
are copied as the first two elements of the offspring1.  The 
third element would be a N3 like the first element of the 
mapped sections in offspring1. So there is already a N3 
present in offspring1. Hence, because of the mapping N4 ↔ N3 
the third element of the offspring1 is chosen to be N4. The 
seventh and ninth elements of offspring1 can be taken from 
the first parent. However, the eighth element of the offspring1 
would be an N8, which is already present. Because of the 
mapping N5 ↔ N6 ↔ N8, it is chosen as N5. Hence offspring1 
and offspring2 are shown in Fig. 8.  

 
 
 
 
 
 
 
 
 
 
 
 
 

N2 N4 N5 D S 

N1 N2 N3 N5 D S N6 N7 

S N1 N2 N4 N5 D 

N2 N3 N5 N6 D S N7 

N1 Parent 1: N2 N3 N4 N5 N6 N7 N8 N20 

N1 Parent 2: N7 N5 N3 N6 N8 N2 N4 N20 

Fig. 6 Parents for Partially Mapped Crossover 

X Offspring 1: X X N3 N6 N8 X X X 

X X X N4 N5 N6 X X X Offspring 2: 

Fig. 7 Offsprings after mapping sections crossed 
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                                                                Fig. 8 Production of offsprings after crossover 
 
Here, the source node and the destination nodes are fixed.  

Each partial route is exchanged and assembled and thus, two 
new routes are produced.  In NBX, during crossover, there is a 
possibility of routes with loops.  In order to avoid this, repair 
function is used as a countermeasure.  If penalty functions are 
used it is not easy to come up with an appropriate penalty 
function.  Therefore repair function finds and eliminates loops 
in a routing path without increasing computation cost.  Loops 
in a chromosome can be repaired by performing a search 
along the chromosome to find repeated nodes.  The nodes in 
between the repeated nodes are then eliminated.  For example, 
assume that the chromosome shown in Fig. 9 contains a loop.   
 
 

Fig. 9 Chromosome with loop formation 
 
Here, there are two N2 nodes in the chromosome which 
signifies that the path contains a loop.  This chromosome can 
be fixed by eliminating one of the N2 nodes and all the other 
nodes in between the two N2 nodes.  The repaired 
chromosome would be like the one given in Fig. 10.  
 
 

Fig. 10 Repaired chromosome  
 
But in PMX loop formation is avoided. Here there is no 
repetition of nodes. The repetition of nodes is avoided by a 
mapping function. Therefore PMX finds many new paths 
without increasing computational complexity.  Here no repair 
function is needed. The objective of mutation is to create 
diversity in the population. The population undergoes 
mutation by an actual change or flipping of one of the genes 
of the candidate chromosomes, thereby keeping away from 
local optima [2]. 

V. SIMULATION RESULTS 
 

In order to test the capability of NSGA algorithm for the 
shortest path routing problem, an undirected network with 
randomly generated 20 nodes based on Waxman’s model was 
considered. Each of the links in the network is associated with 
two additive Quality of Service parameters, cost and delay.  
The range of cost varies from 10 to 250 and the range of delay 
varies from 5 to 200.  The simulation was carried out on an 
IBM PC with Pentium dual core processor and the coding was 
developed using MATLAB version 7.4, software package. 

The problem is formulated as a multiobjective optimization 
problem, and NSGA is applied to minimize both the 
objectives simultaneously. Priority based encoding technique 
and partially mapped crossover methods are used.  The 
simulation intends to show the behavior of a multiobjective  
evolutionary algorithm in terms of optimality of solutions and 
computational complexity. The algorithm was implemented 
and a series of simulation runs were conducted to test the  

 
effectiveness of the routing algorithm. For all the runs, the 
sender is always the first node and the receiver is the 
twentieth node since that would give the largest number of 
possible paths in the network.  The population size and 
maximum number of generations have been selected as 20 
and 100 respectively. The probability for crossover, Pc and 
mutation, Pm are 0.8 and 0.1 respectively.   

The pareto-optimal front discovered by the proposed 
approach is shown in Fig. 11. The CPU execution time was 
found to be 5681 seconds. 

For comparison purposes, the problem has been converted 
to a scalar optimization problem by linear combination of cost 
and delay as follows: 

Minimize   w f1 + (1 – w) f2 

where w is the weighting factor [6]. The problem is 
minimized using GA. To generate 20 nondominated solutions, 
the algorithm was run 20 times with varying w as a random 
number w = rand [0,1]. The solutions obtained by GA for the 
routing problem considered are plotted in Fig. 12.  The 
execution time was found to be 21,206 seconds.   
 

 
 

Fig. 11  Pareto-optimal front of NSGA in last generation  
 
Comparing the results shown in Fig. 11 and Fig. 12, it can 

be concluded that: (a) the 21 solutions that present the results 
of the proposed technique have been obtained in a single run 
while the 20 solutions shown in Fig. 12 has been obtained in 
20 separate runs; (b) the number of solutions found by the 
proposed approach depends on the cost and delay data 
available which is generated randomly based on Waxman’s 
model described in Section. 4.1.2. (c) the solutions of  NSGA 
approach shown in Fig. 11 have better diversity characteristics 
and well-distributed over the trade-off surface (d) there is no 
guarantee that the single objective optimizer will span over 
the entire trade-off surface while the proposed NSGA 

N1 Offspring 2: N7 N8 N4 N5 N6 N2 N3 N20 

N1 Offspring 1: N2 N4 N3 N6 N8 N7 N5 N20 

N1 N2 N6 N7 D S 

N1 N2 N3 N7 D S N2 N6 
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approach has an impeded diversity-preserving mechanism 
through fitness sharing procedure.   
 

 
 

Fig. 12  Pareto-optimal front of linear combination in 20 separate 
runs 

 
From Fig. 11, it could be observed that, NSGA has detected 

a large number of solutions on the pareto-optimal front in a 
single run. The diversity of the pareto-optimal set over the 
trade-off surface is shown in Fig. 11. Preferences for the 
minimum cost or delay need not be specified before the model 
run.  With the solutions from NSGA, the decision-maker has 
the opportunity  to visualize trade-offs and may be inclined to 
accept a very small violation of the delay requirement for a 
large cost saving.  In a multiobjective problem the ‘best’ 
solution found would be totally up to the decision maker and 
not to the analyst. This is an advantage when compared to the 
case where MOOP is solved by normalizing and combining 
objectives into a single one. Another advantage of the 
multiobjective optimization problem is that the objective 
functions are simple to formulate and do not require complex 
mathematical tools to implement. 
 
Convergence property of NSGA 

 
In this section, the convergence property of NSGA algorithm 
is analyzed by taking the two objectives cost and delay, one at 
a time, adopting different encoding techniques and different 
cross-over techniques. Using the two different encoding 
techniques viz. random based encoding and priority based 
encoding and two cross-over techniques viz. node based 
crossover and partially mapped crossover four different 
combinations are formed as follows: 

1) Random Based Encoding and Node Based 
Cross-over (RBE and NBX) 

2) Random Based Encoding and Partially Mapped 
Cross-over (RBE and PMX) 

3) Priority Based Encoding and Node Based Cross-
over (PBE and NBX) 

4) Priority Based Encoding and Partially Mapped 
Cross-over (PBE and PMX) 

At first, the cost function alone is considered. The NSGA 
algorithm was applied with all the four combinations. The 
experiments were done on the same undirected network 
described in Section 4.1.2. The population size and maximum 
number of generations have been selected as 20 and 100 
respectively. The probability for crossover, Pc and mutation, 
Pm are 0.8 and 0.1 respectively.  Variation of cost against the 
number of generations for all the four combinations of 
encoding and cross-over techniques is shown in Fig. 13. 

 

 
 

Fig. 13   Variation of average network cost against number of 
generations 

 
With reference to Fig. 13, it is seen that, when random 

based encoding and node based crossover is used, the cost 
converges at 95th generation, and is the worst convergence 
characteristic obtained. Since the initial population is encoded 
at random, the possibility of a chromosome to be a feasible 
solution is less and most of the solutions are invalid 
(infeasible) solutions, and takes more generations to converge. 

When the combination RBE and PMX is used, the cost 
function converges at 72nd generation. Again, as the initial 
population is encoded at random, the possibility of a 
chromosome to be a feasible solution is less.  When PMX is 
used, the number of feasible solution increases and so the 
objective function converges at 72nd generation earlier than 
the previous case. If PBE is used for the generation of initial 
population, all the chromosomes present in the initial 
population are feasible solutions.  When PBE and NBX are 
used the cost converges at the 68th generation, thus, further 
improvement in convergence is obtained. When PBE and 
PMX are used, the objective function converges at the 52nd 
generation. Since all the chromosomes in the initial 
population are feasible and also PMX avoids repetition of 
nodes and loop formation, it converges very fast, i.e., at 52nd 
generation. This combination of initial population generation 
and cross-over technique is found to be the best as far as the 
convergence characteristics are compared.   

The same experiment was conducted for the next objective 
function of delay for the same network and with same control 
parameters. The convergence of NSGA with all the four 
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combinations of initial population generation and cross-over 
are shown in Fig. 14.  

 

 
 

Fig. 14 Variation of average network delay against number of 
generations 

 
It is observed from Fig. 14 that, when PBE and PMX 

methods are used the objective function converges fast.  When 
RBE and NBX are used, the function converges at 87th 
generation, which seems to be the worst characteristics. As 
discussed before, the reason for such worst convergence is, 
the generation of initial population randomly. But when RBE 
technique and PMX is used the minimum delay was obtained 
at the 79th generation. When PBE technique and NBX 
methods were used the optimal result was obtained at the 75th 
generation. The combination of PBE and PMX techniques 
results in the proposed technique to converge at 65th 
generation. This demonstrates that NSGA algorithm with PBE 
and PMX techniques outperforms other three combinations.  

However, since there are many elements of randomness in 
this algorithm, the number of generations required to find a 
solution is not the same every time the algorithm is executed 
even though the parameters used are exactly the same. This 
experiment is aimed to identify the number of generations 
required to find a feasible path with the same QoS parameters, 
cost and delay. The number of generations required to find a 
solution can vary.  The fact that sometimes it takes a very 
large number of generations to find a solution is probably 
caused by the state of the initial population. This initial 
population may be of a very low quality that it takes many 
generations to find an acceptable solution.  However, this 
does not seem to be a critical problem since most of the times 
the number of generations required to find a solution is quite 
low and acceptable.  One parameter that can be modified to 
remedy this problem is the population size. The idea behind 
NSGA is to have the complete solutions provided by the 
population to slowly converge to optimal or exact solution.   

VI. CONCLUSION 
In this paper, a feasible multiobjective evolutionary algorithm, 
NSGA, was proposed and simulated to solve the routing 
problem in communication networks. This paper describes the 

implementation of NSGA algorithm to the network problem. 
The results obtained show that NSGA may be an efficient 
approach for multiobjective shortest path problem.  It is 
particularly beneficial when intractability and memory issues 
become obstructions to find efficient solutions to the 
multiobjective shortest path problems.  The experimental 
results obtained from the multiobjective solution revealed that 
the number of pareto points increase with the number of 
generations. The results show that the NSGA algorithm is 
efficient for solving multiobjective routing problem where 
multiple pareto-optimal solutions can be found in one 
simulation run. In addition, the non-dominated solutions 
obtained are well distributed and have satisfactory diversity 
characteristics.  The approach is quite flexible so that other 
formulations using different objectives and/or a larger number 
of objectives are possible. Simulation experiments 
demonstrate the quality of solutions and computational 
efficiency of NSGA.  Various combinations of encoding and 
cross over methods were used for the demonstration of the 
algorithm and it is found that PBE and PMX are best 
compared to the other combinations. 
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