
 

 

  
Abstract—Real world Speaker Identification (SI) application 

differs from ideal or laboratory conditions causing perturbations that 
leads to a mismatch between the training and testing environment 
and degrade the performance drastically. Many strategies have been 
adopted to cope with acoustical degradation; wavelet based Bayesian 
marginal model is one of them. But Bayesian marginal models 
cannot model the inter-scale statistical dependencies of different 
wavelet scales. Simple nonlinear estimators for wavelet based 
denoising assume that the wavelet coefficients in different scales are 
independent in nature. However wavelet coefficients have significant 
inter-scale dependency. This paper enhances this inter-scale 
dependency property by a Circularly Symmetric Probability Density 
Function (CS-PDF) related to the family of Spherically Invariant 
Random Processes (SIRPs) in Log Gabor Wavelet (LGW) domain 
and corresponding joint shrinkage estimator is derived by Maximum 
a Posteriori (MAP) estimator. A framework is proposed based on 
these to denoise speech signal for automatic speaker identification 
problems. The robustness of the proposed framework is tested for 
Text Independent Speaker Identification application on 100 speakers 
of POLYCOST and 100 speakers of YOHO speech database in three 
different noise environments. Experimental results show that the 
proposed estimator yields a higher improvement in identification 
accuracy compared to other estimators on popular Gaussian Mixture 
Model (GMM) based speaker model and Mel-Frequency Cepstral 
Coefficient (MFCC) features. 
 

Keywords—Speaker Identification, Log Gabor Wavelet, 
Bayesian Bivariate Estimator, Circularly Symmetric Probability 
Density Function, SIRP. 

I. INTRODUCTION 
UTOMATIC Speaker Identification (ASI) is becoming a 
task of high relevance in many fields, specially for 

security purposes as biometric authentication tool. These 
systems, usually developed under laboratory conditions, 
severely degrade their performance level when an acoustical 
mismatch appears among training and testing phases. Such a 
problem has limited the development of real-world 
nonspecific applications, as testing conditions are highly 
variant or even unpredictable during the training process. This 
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has guided researchers to design robust speaker identifiers by 
enhancing the speech coming from noisy environment. The 
process of providing robustness to the identifiers can be 
accomplished in the acoustical stage, giving rise to speech 
enhancement techniques that may improve the input signal 
with different types of noise at different Signal to Noise Ratio 
(SNR). Development of speech enhancement techniques 
remains an area of active interest towards development of a 
robust speaker identification system. 

Among the one-channel approaches, the statistical spectral 
estimation methods [1]–[4] are shown to be effective for the 
noise reduction and to produce less speech distortion [3], [4]. 
The Gaussian modeling of speech and noise spectral 
components have been reported in the literatures and it was 
successfully combined with the Minimum Mean Square Error 
(MMSE) estimator in speech enhancement systems [3], [4]. 
The Gaussian assumption is indeed true in the asymptotic case 
of large Discrete Fourier Transform (DFT) frames when the 
span of correlation of the signal under consideration is much 
shorter than the DFT frame size. But the pdf of speech 
samples in the time domain as well as in DFT domain is much 
better modeled by a Laplacian or a Gamma density rather than 
a Gaussian density [5]–[9]. In last decade, the number of 
works reported on non-Gaussian modeling of speech has been 
increased [5]–[7], [10], [11]. In [5], an implementation of 
Gaussian model based Ephraim-Malah filter was presented. 
This is achieved by spectral amplitude estimation based on the 
generalized Gamma modeling of speech and MAP estimator. 
In [6], [7] authors proposed MMSE spectral components 
estimation approaches using Laplacian or a special case of the 
Gamma modeling of speech and noise spectrum. However the 
estimation presented in [7] are given just for a particular cases 
of the Gamma modeling, where the distribution parameters are 
fixed, and therefore it limits the application in general cases. 
The use of Gamma or Laplacian distributions, however, 
complicates the derivation of the MMSE estimate of the 
magnitude spectrum. This is partly because there is no 
analytical expression for the pdf of the magnitude of the DFT 
coefficients when the real and imaginary parts of the DFT 
coefficients are modeled by a Laplacian (or Gamma) 
distribution. Alternate solutions were explored in [10]–[13]. In 
[10], the authors approximated the pdf of the amplitude and 
phase of the DFT coefficients with a parametric function to 
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derive a joint MAP estimator. Martin et al. also use the super-
Gaussian speech priors for MMSE Estimation of Magnitude-
Squared DFT Coefficients [11]. In [12], a new algorithm for 
statistical speech feature enhancement in the cepstral domain 
is presented. The algorithm exploits joint prior distributions 
(in the form of Gaussian mixture) in the clean speech model, 
which incorporate both the static and frame-differential 
dynamic cepstral parameters. A noncausal estimator for the a 
priori Signal-to-Noise Ratio (SNR) and a corresponding 
noncausal speech enhancement algorithm is proposed in [13]. 
A Multi-band Spectral subtraction with adjusting subtraction 
factor method is given in [14]. On the other hand E. Zavarehei 
et al. enhance the speech using Kalman Filtering through 
restoration of short time DFT trajectories [15]. In [16], the 
corrupted cepstrum is assumed to follow the Gaussian mixture 
as is the case with the clean spectrum where the non-linearity 
imposed on the clean spectrum pdf is approximated by a 
Taylor series. Extension of this work to model space is 
presented in [17]. The efficient MAP [18] and Maximum Log-
Likelihood ratio (MLLR) [19] techniques require rather long 
adaptation data from the noisy environment in order to obtain 
good estimates for the modification of the clean speech model 
set. 

The wavelet transform has proved to be very successful in 
making signal and noise components of a noisy signal distinct. 
As wavelets have compact support the wavelet coefficients 
resulting from a signal are localized, whereas the coefficients 
resulting from noise in the signal are distributed. Thus the 
energy from the signal is directed into a limited number of 
coefficients which stand out from the noise. Wavelet 
shrinkage denoising consists of identifying the magnitude of 
wavelet coefficients from the noise (the threshold), and then 
shrinking the magnitudes of all the coefficients by this 
amount. The shrunk remains of the coefficients should 
represent valid signal data, and the transform can then be 
inverted to reconstruct an estimate of the signal [20]–[22]. A 
problem with wavelet shrinkage denoising is that the discrete 
wavelet transform is not translation invariant. If the signal is 
displaced by one data point the wavelet coefficients do not 
simply move by the same amount. They are completely 
different because there is no redundancy in the wavelet 
representation. Thus, the shape of the reconstructed signal 
after wavelet shrinkage and transform inversion will depend 
on the translation of the signal - clearly this is not very 
satisfactory. 

The proposed work presents a new speech enhancement 
algorithm based on the decomposition of a noisy speech signal 
using complex-valued LGW coefficients. The underlying 
speech statistical model is representative for a class of 
stationary stochastic processes i.e. Spherically Invariant 
Random Processes (SIRPs) that has been introduced to model 
speech signals by [8], [23]. These processes are characterized 
by multivariate pdf depending on a quadratic form xTM−1x of 
their arguments built up by the inverse covariance matrix M−1 
where x is data vector. The Gaussian process represents SIRP 
in a better way, but there exists a variety of other SIRPs too, 

including various speech-model densities. For each case, the 
corresponding bivariate pdf exhibit ellipsoidal or circular 
contour lines, leading to the nomenclature ‘spherical 
invariance’. The major advantage arises from the SIRP-model 
is that multivariate pdf can be derived analytically from the 
univariate one. From the theory of SIRPs it is known that 
these processes may be interpreted as a random mixture of 
Gaussian ones, which is equivalent to multiplying a Gaussian 
process with a randomly chosen constant. This work thus 
proposes a new joint non-Gaussian model to characterize the 
dependency between a coefficient and its parent and derives 
the corresponding bivariate MAP estimators based on noisy 
wavelet coefficients. The performance evaluations of the 
proposed estimators are done in ASI application context. The 
proposed method is compared against four different 
estimators. The Mel Frequency Cepstral Coefficient (MFCC) 
[24]–[26] is used to extract the features. Perhaps the most 
compelling reason for using the Mel warped cepstrum is that it 
has been demonstrated to work well in ASI systems. The 
robustness of the proposed model is presented with 100 
speakers each for POLYCOST and YOHO speech database 
against three different noise contamination with SNR varying 
from 30dB to 0dB. The speaker model used is GMM based, 
considered most suitable for text-independent speaker 
recognition applications [27]. 

II. PROBLEM FORMULATION 

A. Wavelet based denoising & Sparseness Property 
The speech signal corrupted by White Gaussian Noise 

(WGN) will be modeled as: 
nsu +=                                        (1) 

We observe u (a noisy signal) and wish to estimate the 
desired speech signal s as accurately as possible. The quantity 
n is the additive WGN that contains independent samples of a 
zero-mean Gaussian variable of variance σ2

n. The goal of 
denoising signal is to recover s from the observed u. In 
wavelet-based denoising, it is applied to the noisy data 
yielding the noisy wavelet coefficients w; these are described 
by an analogous model: 

'nWnWsWuw +=+=≡ θ            (2) 
where θ = Ws and n’ = Wn. The standard Bayesian approach 

of the three step wavelet-based denoising is: 
1) Compute the wavelet transform of the data w = Wu. 
2) Obtain a Bayes estimate by given w. 
3) Reconstruct the estimated speech signal s. 
The wavelet transforms of most real-world signals tend to 

be dominated by a few large coefficients [28]. This is the so-
called sparseness property which, in probabilistic terms, 
corresponds to a wavelet coefficient density function with a 
marked peak at zero and heavy tails; that is, a strongly non-
Gaussian density (also called super-Gaussian). On the other 
hand, the DWT of WGN produces Gaussian distributed 
coefficients; these are bounded in magnitude by a suitable 
threshold proportional to their standard deviation. Therefore, a 
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natural denoising criterion results from this statistical 
difference between the coefficients of the signal and the noise: 
if the magnitude of an observed wavelet coefficient is large, 
its signal component is probably much larger than the noise 
and it should be kept; conversely, if a coefficient has small 
absolute value, it is probably due to noise and it should be 
attenuated or even removed. 

B. Joint Subband Statistics 
The coefficients of wavelet subbands are approximately 

decorrelated. Nevertheless, it is clear that wavelet coefficients 
are not statistically independent. Large magnitude coefficients 
tend to occur at neighboring locations, and also at the same 
relative locations of subbands at adjacent scales and 
orientations. We wish to explicitly examine and utilize the 
statistical relationship between wavelet coefficient 
magnitudes. Consider, two coefficients representing 
information at adjacent scales, but the same orientation (e.g., 
horizontal). Fig. 1 shows the joint histogram of the “child” 
coefficient conditioned on the coarser-scale of “parent” 
coefficient for speech signal taken from 50 speakers of 
POLYCOST database. The histogram illustrates several 
important aspects of the relationship between the two 
coefficients. First, they are (approximately) second-order 
decorrelated, since the expected value of “child” is roughly 
zero for all values of “parent”. Second, the variance of “child” 
exhibits a strong dependence on the value of “parent”. Thus, 

although “child” and “parent”’ are uncorrelated, they are still 
statistically dependent. 

III. PROPOSED FRAMEWORK 

A. LGW scheme and its performance  
Gabor showed [29] how to represent time varying signals in 

terms of functions that are localized in both time and 
frequency. The LGW transform is used to obtain localized 
frequency information in a signal. To preserve such frequency 
information we must use nonorthogonal wavelets that are in 
symmetric/antisymmetric quadrature pairs. Here we follow the 

approach of Morlet et al. [30], but, rather than using Gabor 
filters, we prefer to use Logarithmic Gabor functions as 
suggested by Field [31]. These are filters having a Gaussian 
transfer function when viewed on the linear and logarithmic 
frequency scale. Log Gabor filters allow arbitrarily large 
bandwidth filters to be constructed while still maintaining a 
zero DC component in the even-symmetric filter. A zero DC 
value cannot be maintained in Gabor functions for bandwidths 
over one octave. It has a frequency response described by 

⎥
⎦

⎤
⎢
⎣

⎡ −
= 2

0

2
0

))/(log(2
))/(log(exp)(

fk
fffG                     (3) 

where f0 is the filter’s centre frequency. To obtain constant-
shape ratio filters (i.e. filters that are all geometric scaling of 
some reference filter) the term k/f0 must also be held constant 
for varying f0. For example, a k/f0 value of 0.75 will result in a 
filter bandwidth of approximately one octave and a value of 
0.55 will result in a two-octave bandwidth.  Details of Log 
Gabor Wavelet and specifications are found in [32]. 

B. Signal Analysis by LGW 
The noisy time signal u(l) sampled at regular time intervals 

l · T is composed of clean speech x(l) and additive noise n(l): 
)()()( lnlslu +=                                 (4) 

where, u(l) is the observed noisy speech signal, s(l) is the 
original speech signal, and n(l) is additive noise, uncorrelated 
with the original speech signal s(l). Taking the Fast Fourier 
Transform (FFT) the noisy coefficient U(k) of frequency bin k 
consists of speech part S(k) and noise N(k): 

)()()( KNKSKU +=                         (5) 
with S = SRe + jSIm and N = NRe + jNIm, where, SRe = Re{S} 

and SIm = Im{S}. 
Analysis of noisy speech signal is done by multiplying the 

signal with each of the quadrature pairs of wavelets. If we let 
Me and Mo denote the even-symmetric (cosine) and odd-
symmetric (sine) wavelets at a scale c, we can think of the 
responses of each quadrature pair of filters as forming a 
response vector: 

],[],[ o
c

e
c

o
c

e
c MUMUff ××=                                  (6) 

o
c

o
c

e
c

e
c

o
c

o
c

e
c

e
c

o
c

e
c

NSNS

MNMSMNMS

MNSMNS

++=

×+××+×=

×+×+=

,

,

])(,)[(
 

The values fe c  and fo c  can be thought of as real and 
imaginary parts of complex valued frequency component. The 
squared amplitude of the transform at a given wavelet scale is 
given by: 
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Fig. 1 Empirical joint parent-child histogram of Log Gabor wavelet 
coefficients 
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We will have an array of these response vectors, one 
response vector for each scale of filter. These response vectors 
form the basis of our localized representation of the signal. 
The design of the LGW filter bank needs to be such that the 
transfer function of each filter overlaps sufficiently with its 
neighbors so that the sum of all the transfer functions forms a 
relatively uniform coverage of the spectrum. 

C. Bayesian Bivariate Model 
Marginal models from Laplacian, Gaussian, and Gamma 

etc. cannot model the statistical dependencies between LGW 
coefficients. However, there are strong dependencies between 
neighbor coefficients such as between a coefficient, its parent 
(adjacent coarser scale locations), and their siblings (adjacent 
scale locations). Let Sc represent the parent of Sc−1. (Sc is the 
LGW coefficient at the same position as Sc−1, but at the next 
coarser scale.) Then from (7) 

111 −−− += ccc NSU                                   (8) 

ccc NSU +=                                         (9) 
where, Uc−1 and Uc are noisy observations of Sc−1 and Sc. 

Nc−1, Nc are noise samples. We can write 
www NSU +=                                     (10) 

where, Sw = (Sc−1, Sc), Uw = (Uc−1, Uc) and Nw = (Nc−1,Nc). 
The standard MAP estimator for Sw given the corrupted 
observation Uw is 

 
)|(maxarg)(ˆ ww

S

ww USpUS
w

=                (11) 

Using Bayes rule, one gets 
)]()|([maxarg)(ˆ www

S

ww SpSUpUS
w

⋅=        (12) 

)]()([maxarg www

S
SpSUp

w
⋅−=  

From this equation, the Bayes rule allows us to write this 
estimation in terms of the probability densities of noise and 
the prior density of the LGW coefficients. In order to use this 
equation to estimate the original signal, we must know both 
pdf. We assume the noise is i.i.d. Gaussian, and we write the 
noise pdf as: 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ +
−= −

2

22
1

2 2
exp

2
1)(

ww N

cc

N

w NNNp
σπσ

    (13) 

1) With Constant Inter-Scale Variance Model: It is hard to 
find a model for the empirical histogram in Fig. 1, so we 
propose the following pdf: 

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛ +
−= −

ww S

cc

S

w SS
Sp

σπσ
)(3

exp
2

3)(
22

1
2

(14) 

With this pdf, Sc−1, Sc is uncorrelated but not independent. 
This is a CS-PDF and is related to the family of SIRPs. Before 
going further with this new model, let us consider the case 
where Sc−1, Sc are assumed to be independent Laplacian (equn. 
(15)) and independent Gaussian (equn. (16)); then, the joint 
pdf can be written as 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ +
−= −

ww S

cc

S

w SSSp
σσ

|)||(|2exp
2

1)( 1
2

 (15) 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ +
−= −

2

22
1

2 2
)(exp

2
1)(

ww S

cc

S

w SSSp
σπσ

      (16) 

A plot of the independent Laplacian and Gaussian model is 

 
Fig. 2 Independent Laplacian model (15) for joint pdf of parent-child 

Log Gabor wavelet coefficient pairs 

 
Fig. 3 Independent Gaussian model (16) for joint pdf of parent-child 

Log Gabor wavelet coefficient pairs 

 
Fig. 4 New bivariate pdf (14) proposed for joint pdf of parent-

child Log Gabor wavelet coefficient pairs 
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illustrated in Fig. 2 and 3 respectively. If this model is 
compared with Fig. 1, the difference between them can be 
easily observed. Let us consider our proposed model, the plot 
of this pdf and its contour plot is illustrated in Fig. 4. As one 
can easily notice, this model is a much better approximation to 
the empirical histogram illustrated in Fig. 1. 

Let us continue on developing the MAP estimator given in 
(12), which is equivalent to 

)]](log[)]([log[maxarg)(ˆ www

S

ww SpSUpUS
w

+−= (17) 

Let’s define f(Sw) = log(p(Sw)). By using (13), (17) becomes 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
+

−
−

−
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2
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2

2

2
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N

cc

N

cc

S

ww SfSUSUUS
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w σσ
(18) 

This is equivalent to solving the following equations 
together, if p(Sw) is assumed to be strictly convex and 
differentiable: 

0)ˆ()ˆ(
12

11 =
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−− w
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where, fc−1 and fc represent the derivative of f(Sw) w.r.t Sc−1 
and Sc respectively. The independent Laplacian model in (15) 
applies the soft threshold function to Uc−1 to estimate Sc−1 
whereas the independent Gaussian model in (16) applies the 
wiener function to Uc−1 to estimate Sc−1. 

Let us find the MAP estimator corresponding to our 
proposed model given in (14), f(Sw) can be written as 

⎟
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from this 
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Solving (19) by using (21), the MAP estimator (or “the 
joint shrinkage function”) can be written as 
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2
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      (22) 

The derivation can be found in Appendix A. Fig. 5 shows 
the plot of this bivariate shrinkage function. Denoising 
methods derived using the independence assumption disregard 
the parent value when estimating each coefficient. However, 
our results clearly show that the estimated value should 
depend on the parent value. The smaller the parent value, the 
greater the shrinkage. This result is very interesting because it 
illustrates the effect of taking into account the parent-child 
dependency. Note that when the parent value is zero, the MAP 
estimate of Sc is obtained by the soft threshold function. 

 
2) With Variable Inter-Scale Variance Model: Now if we 
consider the variance of the LGW coefficients are very much 
different from scale to scale, we would like to generalize the 
above Model. For this purpose, we propose a new Model, 
which has adjustable marginal variances, i.e., 
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Let us develop the MAP estimator for this model. From the 
pdf 
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and this gives 
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Substituting (25) into the (19) gives 
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These two equations do not have a simple closed-form 
solution like first Model. However, the solution can be found 
using iterative numerical methods. The solution using the 
successive substitution method is described in Appendix B. 

 
Fig. 5 New bivariate shrinkage function derived from the Constant 

Inter-Scale Variance Model proposed in (14) (fig. 4) 
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IV. DATABASE DESCRIPTION 

A. YOHO Database 
The YOHO database contains a large scale; high-quality 

speech corpus to support text-dependent speaker 
authentication research, such as is used in “secure access” 
technology. The data was collected in 1989 by ITT under a 
US Government contract to support Government secure 
access applications. A high-quality telephone handset (Shure 
XTH-383) was used to collect the speech; however, the 
speech was not passed through a telephone channel. YOHO 
was recorded in a fairly quiet office environment with low-
level office noise, fan noise, and occasional pages over a 
public address system. The phrases are randomized and 
prompted in a text-dependent speaker verification scenario 
using “combination lock” phrase syntax.  

 

B. POLYCOST Database 
The POLYCOST corpus was collected under the COST 

250 European project. Most of the speech is non-native 
English with some speech in speaker’s native tongue covering 
13 European countries. The speech was collected digitally 
over international ISDN telephone lines. The different 
languages in this corpus allow for experimentation on the 
effect of language on speaker recognition performance. 

V. PERFORMANCE EVALUATION 

A. Spectrogram Representation 
The spectrographic representation of the proposed 

enhancement schemes were compared with the other 
enhancement schemes. Fig. 6 shows the spectrograms of a 
digits utterance thirty-one thirty-two thirty-three (a) in clean, 
(b) corrupted by SBN at 10dB SNR, (c) enhanced by Ephraim 
& Malah’s Gaussian approach (Me-1) (d) enhanced by 
Martin’s Laplacian approach (Me-2) (e) enhanced by Martin’s 
Gamma approach (Me-3) (f) enhanced by Lotter & Vary’s 

super Gaussian approach (Me-4) (g) enhanced by Proposed 1 
approach and (h) enhanced speech by Proposed 2 approach. It 
is evident from the fig. 6 that the proposed schemes strike a 
better balance between the amount of noise removed and the 
amount of speech information retained compared to the other 
methods. Fig. 7 shows the spectrograms by CIN at 0dB SNR. 
As is obvious from the fig. 7, proposed methods lose very 
little of the speech information when the SNR level is 0dB. 
Notice that the proposed methods are able to enhance the 
weak higher formants while passing very little noise. It is also 
worth pointing out that only the proposed methods were able 
to process the digit corrupted by the most noise whereas the 
other methods pass it with little or no enhancement. 

TABLE I 
YOHO CORPUS DESCRIPTION 

 
no. of speakers  138 (106 M / 32 F)  

no. sessions/speaker  4 enrollments, 10 verifications  
Intersession interval  Days-month (3 days nominal)  

Type of speech  Prompted digit phrases  
Microphones  Fixed high-quality in handset  

Channels  3.8KHz/clean  
Acoustic environment  Office  

TABLE II 
POLYCOST CORPUS DESCRIPTION 

 
no. of speakers  133 (74 M /59 F)  

no. sessions/speaker  > 5  
Intersession interval  Days-weeks  

Type of speech  Fixed and prompted digit strings, read 
sentences, free monologue  

Microphones  Variable telephone handsets  
Channels  Digital ISDN  

Acoustic environment  Home/office  

 
Fig. 6 Spectrogram of: (a) clean speech (b) speech corrupted by 

SBN at 10dB SNR (c) Me-1 enhanced speech (d) Me-2 enhanced 
speech (e) Me-3 enhanced speech (f) Me-4 enhanced speech (g) 
Proposed 1 enhanced speech (h) Proposed 2 enhanced speech 

 
Fig. 7 Spectrogram of: (a) clean speech (b) speech corrupted by 

CIN at 0dB SNR (c) Me-1 enhanced speech (d) Me-2 enhanced 
speech (e) Me-3 enhanced speech (f) Me-4 enhanced speech (g) 
Proposed 1 enhanced speech (h) Proposed 2 enhanced speech 
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B. Identification Accuracy 

The performance of the proposed bivariate estimators are 
evaluated under three different noise conditions by computing 
the average improvement in the identification accuracy after 
enhancing noisy speech signals. The table III presents 
identification scores obtained from normal feature extraction 
technique, earlier as well as proposed estimators in case of 
YOHO Corpus. The performance results are averaged out 
using 100 different speakers, drawn from the YOHO speech 
database. For each speaker, there are 4 enrollment sessions of 
24 utterances and 10 verification sessions of 4 utterances each. 
We used total 4 × 24 = 96 training utterances for building 
speaker models and total 4 × 10 = 40 test utterances are taken 
from ‘VERIFY’ session for testing. The noise signals include 
stationary White Gaussian Noise (WGN), Car Interior Noise 
(CIN) and F-16 Cockpit Noise (FCN), taken from the 
Noisex92 database. The speech signals are sampled at 8kHz 
and degraded by the various noise types in the range [0,30] 
dB. The proposed speech enhancement algorithms as well as 
the other methods are applied to the noisy speech signals. For 
comparison, the identification accuracy is also calculated by 
normal feature extraction method without noise removal 
(referred as M-1), Ephraim & Malah [3] (referred as M-2), 
Martin’s Laplacian Prior [6] (referred as M-3) and Lotter’s 
Super Gaussian Model [10] (referred as M-4). Table III 
presents the results of the identification accuracy for YOHO 
database using the various estimators where in case of 
proposed estimator it is shown for two cases of variances i.e. 
constant over scale (referred as Prop-1) and variable in 
between scales (referred as Prop-2). From the table III it is 
clearly shown that our proposed systems outperform than the 
other estimators. For WGN, the Prop-1 model gives 7.07% of 
identification accuracy improvement (averaged over all SNR 
levels) and Prop-2 model gives 7.15% improvement than 

normal feature extraction method without noise removal 
technique (i.e. M-1), 4.51% and 4.58% than Ephraim & 
Malah’s MMSE estimator (i.e. M-2) which is considered as 
the baseline [10] of speech enhancement field. The Prop-1 
model gives 1.67% and Prop-2 model gives 1.75% 
improvement over the closest Lotter & Vary’s Super-
Gaussian estimator (i.e. M-4). Note that method M-4 always 
gives closest but poorer performance than the proposed 
methods in all the test experiments. In case of CIN, the Prop-
1 model gives 5.82% and Prop-2 model gives 5.88% 
improvement over M-1, 3.94% and 4% over M-2 whereas the 
Prop-1 model gives 1.21% and Prop-2 model gives 1.28% 
improvement than M-4. In case of FCN, the Prop-1 model 
gives 6.51% and Prop-2 model gives 6.58% improvement 
over M-1, 4.28% and 4.35% over M-2 whereas the Prop-1 
model gives 1.44% and Prop-2 model gives 1.51% 
improvement than M-4. The proposed models give better 
identification accuracy improvement as well as average 
identification accuracy improvement over all dB levels than 
competing estimators. 

The table IV presents identification scores obtained from 

POLYCOST Corpus. For each speaker, there are 10 enrolment 
sessions of 9 digit utterances out of which we used odd 
sessions for enrollment and even sessions for testing purposes 
i.e. total 5×9 = 45 training utterances for building speaker 
models for a speaker and total 5×9 = 45 utterances for testing. 
From the table IV it is noted that our proposed systems 
outperform the other estimators in this speech corpus also. 
The proposed models give better identification accuracy 
improvement for every dB level as well as for identification 
accuracy improvement over all dB levels. For WGN, the 
Prop-1 model gives 7.38% of identification accuracy 
improvement (averaged over all SNR levels) and Prop-2 
model gives 7.47% improvement than M-1, 2.75% and 2.83% 
than M-2 and Prop-1 model gives 0.67% and Prop-2 model 

TABLE III 
IDENTIFICATION ACCURACY FOR VARIOUS NOISE TYPES AND LEVELS, OBTAINED BY 

PROPOSED AND EARLIER ESTIMATORS FOR YOHO SPEECH CORPUS  
 

Input SNR(dB) Noises  Used 
Method  

0 5 10 15 20 25 30 
M-1  72.40  80.00  87.66  92.40  95.20  96.80  97.40  
M-2  77.60  85.20  91.60  94.60  96.00  97.40  97.40  
M-3  84.80  87.60  93.60  95.60  96.80  97.40  97.40  
M-4  85.20  88.80  94.40  96.80  97.40  98.55  98.55  
Prop-1  88.80  91.60  96.80  98.55  98.55  98.55  98.55  

 
 
WGN  

Prop-2  89.40  92.00  97.40  98.55  98.55  98.55  98.55  
M-1  77.60  83.20  88.80  93.60  95.20  96.00  97.40  
M-2  80.00  87.60  92.00  94.60  96.00  97.40  97.40  
M-3  85.20  88.80  93.60  95.60  96.80  98.55  98.55  
M-4  86.80  91.60  94.40  96.80  97.40  98.55  98.55  
Prop-1  90.00  92.40  96.00  98.55  98.55  98.55  98.55  

 
 
 CIN  

Prop-2  91.60  93.60  96.80  98.55  98.55  98.55  98.55  
M-1  71.60  79.20  88.80  94.00  95.20  96.80  97.40  
M-2  76.80  84.80  91.60  94.60  96.00  97.40  97.40  
M-3  83.20  85.20  94.40  95.60  96.80  97.40  98.55  
M-4  84.80  86.80  95.60  96.80  97.40  98.55  98.55  
Prop-1  87.60  90.00  96.80  98.55  98.55  98.55  98.55  

 
 
 FCN  

Prop-2  88.80  91.60  97.40  98.55  98.55  98.55  98.55  TABLE IV 
IDENTIFICATION ACCURACY FOR VARIOUS NOISE TYPES AND LEVELS, OBTAINED BY 

PROPOSED AND EARLIER ESTIMATORS FOR POLYCOST SPEECH CORPUS  
 

Input SNR(dB) Noises  Used 
Method 

0 5 10 15 20 25 30 
M-1  78.22  80.00  82.85  85.71  88.57  91.42  95.71  
M-2  82.85  87.14  90.00  91.42  92.85  94.28  96.37  
M-3  85.71  89.14  91.42  92.57  93.42  95.14  96.48  
M-4  87.42  90.00  91.85  92.85  94.85  96.00  96.51  
Prop-1 87.74  90.54  92.42  93.68  95.71  96.68  97.42  

 
 
WGN  

Prop-2 87.88  90.60  92.48  93.77  95.77  96.77  97.55  
M-1  79.62  82.85  83.14  86.00  89.14  91.85  96.00  
M-2  85.71  86.00  88.57  89.14  91.85  94.68  96.57  
M-3  87.42  87.74  89.14  90.54  93.42  95.85  96.77  
M-4  88.57  89.14  90.54  93.42  94.68  96.00  96.80  
Prop-1 90.00  91.42  93.68  94.68  96.00  96.80  97.71  

 
 
 CIN  

Prop-2 90.10  91.48  93.74  94.77  96.08  96.89  97.78  
M-1  79.05  81.23  83.14  86.00  88.57  90.54  95.71  
M-2  83.14  85.71  87.74  88.57  92.66  94.28  96.48  
M-3  86.00  87.42  90.54  92.66  93.42  95.85  96.57  
M-4  87.74  89.14  91.85  93.42  94.85  96.00  96.62  
Prop-1 88.57  91.85  93.42  94.28  95.85  96.77  97.57  

 
 
 FCN  

Prop-2 88.64  91.96  93.48  94.38  95.92  96.84  97.64  
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gives 0.75% improvement than the M-4. Note that in this case 
also method M-4 always gives closest but poorer performance 
than the proposed methods in all the test experiments. In case 
of CIN, the Prop-1 model gives 7.38% and Prop-2 model 
gives 7.44% improvement over M-1, 3.96% and 4.04% over 
M-2 whereas the Prop-1 model gives 1.59% and Prop-2 model 
gives 1.67% improvement than M-4. In case of FCN, the 
Prop-1 model gives 7.72% and Prop-2 model gives 7.79% 
improvement over M-1, 4.24% and 4.31% over M-2 whereas 
the Prop-1 model gives 1.24% and Prop-2 model gives 1.31% 
improvement than M-4. The proposed systems showed that 
the use of our second model (i.e. variable inter-scale 
variances) resulted in small improvement on performance over 
Prop-1 bivariate Model (with constant inter-scale variance). It 
is also noted that the results are poorer in case of POLYCOST 
speech corpus than YOHO may be due to the fact that the first 
one (i.e. POLYCOST) is telephone based and second one (i.e. 
YOHO) is microphone based speech corpus. 

VI. CONCLUSION 
In this paper, two new bivariate distributions are proposed 

based on the class of Spherically Invariant Random Processes 
for Log Gabor Wavelet coefficients of speech signals to 
characterize the dependencies between a coefficient and its 
parent in speaker identification application. This is followed 
by derivation of corresponding bivariate shrinkage functions 
using Bayesian MAP estimation. The Proposed 1 model 
maintains the simplicity, efficiency, intuition of the classical 
soft thresholding approach whereas Proposed 2 model is 
proposed in order to characterize larger group of distributions. 
To show the effectiveness of these new estimators, three noise 
contaminations (WGN, CIN & FCN) over two public speech 
databases (YOHO & POLYCOST), one collected from 
microphone speech and the other from telephone speech, are 
presented for automatic speaker identification problem. It is 
shown that both methods yield higher identification accuracy 
than others. Of the proposed two methods, the second model 
(i.e. variable inter-scale variances) always perform better than 
the first model (with constant inter-scale variance) but 
requires numerical techniques (e.g. successive substitution) 
for solution while a closed form relation exists for the first. 
We obtained these results by observing the dependencies 
between coefficients and their parents. It is expected that the 
results can be further improved if the other dependencies 
between a coefficient and its other neighbors are exploited.  
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APPENDIX  

A. Derivation of the Shrinkage Function With Constant 
Inter-Scale Variance Model 

Solving (19) by using (21), we get 
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Using (27) 

       (28) 
Substituting the value of r into (27) the MAP estimator (or 

“the joint shrinkage function”) can be written as 
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B. Derivation of the Shrinkage Function With Variable 
Inter-Scale Variance Model 
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